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Abstract: Audio-visual speech synthesis (AVSS) is a rapidly growing field in the paradigm of audio-visual
learning, involving the conversion of one person’s speech into the audio—visual stream of another while
preserving the speech content. AVSS comprises two primary components: voice conversion (VC), which alters
the vocal characteristics from the source speaker to the target speaker, followed by audio—visual synthesis,
which creates the audio—visual presentation of the converted VC output for the target speaker. Despite the
progress in deep learning (DL) technologies, DL models in AVSS have received limited attention in existing
literature. Therefore, this article presents a novel approach for AVSS utilizing capsule network (Caps-Net)-
based autoencoders, with the incorporation of cycle consistency loss. Caps-Net addresses translation invar-
iance issues in convolutional neural network approaches for effective feature capture. Additionally, the
inclusion of cycle consistency loss ensures the retention of content information from the source speaker.
The proposed approach is referred to as cycle consistency loss-based capsule autoencoders for audio—visual
speech synthesis (CCLCap-AE-AVSS). The proposed CCLCap-AE-AVSS is trained and tested using VoxCeleb2 and
LRS3-TED datasets. The subjective and objective assessments of the generated samples demonstrate the
superior performance of the proposed work compared to the current state-of-the-art models.
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1 Introduction

Audio-visual speech synthesis (AVSS) is an exciting frontier within the realm of artificial intelligence (A
research, holding significant promise and potential in various applications, particularly within the domain of
audio-visual learning. Within the traditional framework of voice conversion (VC), the process entails con-
verting the speech produced by a source speaker into the distinct speech characteristics of a designated target
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speaker, all while retaining the underlying linguistic content of the utterance [1-4]. However, recent advance-
ments have taken this concept further by incorporating visual cues into the VC process, showcasing the
potential to enhance the clarity and understandability of the synthesized speech significantly. By fusing visual
information with auditory cues, this incorporation has the potential to fortify the resilience of the VC process
[5]. Remarkably, this development has far-reaching implications, finding applications across various domains,
including multimedia, education, animation, and even forensic studies [6,7]. Moreover, the essence of this
technique lies in the intricate procedure of seamlessly transfiguring the voice characteristics and the accom-
panying visual attributes of the source speaker into the unified audio-visual manifestation of the chosen
target speaker. Throughout this process, the primary objective remains preserving the essential speech con-
tent, ensuring a coherent and faithful transformation. Consequently, this synthesis of auditory and visual
information emerges as a distinct field recognized and defined as AVSS.

This intricate process involves two critical sequential components: the VC stage, which is responsible for
translating vocal characteristics from the source speaker into those resembling the target speaker, and the
audio—visual synthesis (AVS) stage, which is tasked with creating the audio—visual output of the transformed
speech produced by VC, tailored to the desired target speaker. An overview of the AVSS framework is pre-
sented in Figure 1, illustrating the step-by-step procedure by which vocal traits from both the source and target
speakers are initially extracted. Subsequently, the features of the source speaker undergo a transformation
process to replicate the target speaker’s voice during the reconstruction phase, as depicted in the VC model
block. Following this, the converted audio attributes of the target speaker traverse through the pre-trained AVS
model, which has previously executed the visual alignment of the target speaker’s original audio. This process
culminates in creating an audio—visual stream from the converted speech of the target speaker, as illustrated
in the AVS block.
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Figure 1: Overview of the AVSS process.

It is noteworthy that the development of deep learning (DL) models for AVSS has been relatively limited,
especially when compared to other research domains. As far as our knowledge extends, the existing literature
has exclusively utilized Autoencoder (AE)-based generative models for AVSS [8]. An AE is a feed-forward
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neural network model consisting of convolutional neural network (CNN) building blocks [9,10]. However,
CNNs encounter challenges when it comes to effectively categorizing objects with diverse orientations due
to their inherent property of translation invariance. It becomes particularly evident in the context of AVSS,
where the arrangement of speech features in the latent space can significantly influence their pronunciation.
Consequently, the traditional CNN architecture proves to be inadequate for capturing these nuanced varia-
tions. Hence, to surmount this limitation and successfully capture the intricate variations essential for AVSS,
there arises a compelling need for an advanced neural network model that can adeptly accommodate and
comprehend these complexities.

The capsule network (Caps-Net) stands out as a distinctive neural network model characterized by its
composition of capsules. These capsules have garnered attention recently as a promising alternative to CNNs
specifically for tasks involving classification [11-13]. Unlike conventional CNNs, the Caps-Net leverages
dynamic routing algorithms to facilitate intricate communication and harmonization among capsules across
distinct layers. This strategic interaction aims to transmit precise information regarding their individual
features, thus culminating in the generation of more intricate and comprehensive representations. This
intrinsic attribute holds the potential to render the Caps-Net exceptionally well suited for AVSS. Moreover,
it is imperative to ensure the integrity of contextual information embedded within speech content throughout
the VC process. A potential avenue for achieving this objective lies in the integration of a cycle consistency loss
mechanism, a measure that has demonstrated the capability to enhance the robustness and adaptability of the
AVSS procedure. By upholding the fidelity of translation while adhering to cyclical consistency principles
[14-16], this augmentation has the potential to induce a substantial elevation in the overall quality of the
translation output. In the pursuit of refining the training process of the neural network, an essential con-
sideration revolves around enhancing the adaptive learning rate for expediting convergence. It is where the
Rectified Adam (RAdam) optimizer [17] steps in, addressing the pertinent challenge by imbuing a stabilizing
influence on the convergence trajectory.

In this research endeavor, our contributions encompass two distinct models to enhance the efficiency
of the AVSS framework significantly: first, a Caps-Net Adversarial Autoencoder (AAE) tailored to VC,
and second, a Caps-Net AE designed for AVS. Specifically, the Caps-Net architecture assumes a pivotal role
within the discriminator of our AAE model, strategically crafted for VC. Simultaneously, this Caps-Net archi-
tecture is responsible for serving as the encoder within the AE model, meticulously crafted to generate an
audio-visual stream of the target speaker. To further amplify the faithful retention of the inherent content
information from the source speaker, we ingeniously incorporate the cycle consistency loss into the fabric of
the AAE model. Moreover, to expedite the convergence of the training process and enhance optimization, we
have adopted the RAdam optimizer. The culmination of these components leads us to christen our AVSS
framework as “cycle consistency loss-based capsule autoencoders for AVSS,” succinctly termed as CCLCap-
AE-AVSS.

We extensively train and test the proposed model on two significant datasets: VoxCeleb2 [18] and LRS3-
TED [19]. Furthermore, for the purpose of validating the efficacy of our VC model, we have also leveraged the
VCTK dataset [20]. To gauge the effectiveness and performance of CCLCap-AE-AVSS, the comprehensive eva-
luation encompasses both objective metrics and subjective human assessments of the synthesized samples.
The conclusive results of these multifaceted evaluations collectively and unequivocally establish the unpar-
alleled superiority of our proposed approach over existing state-of-the-art (SOTA) models. This outcome
underscores the potential of our proposed CCLCap-AE-AVSS framework to advance the realm of AVSS in terms
of both audio and video quality.

In summary, this work has been enriched by several notable and impactful contributions, which can be
outlined as follows:

» We propose a novel Caps-Net discriminator within the AAE framework for the VC model, aiming to effi-
ciently distinguish speech features.

* We have integrated Caps-Net in the encoder of the AVS model to improve the quality of the generated video.

» The VC model incorporates cycle consistency loss to preserve the content information of the source speaker.

» We utilize RAdam optimizer to accelerate convergence speed, leading to an enhancement in model accuracy.
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« It has been observed that CCLCap-AE-AVSS has demonstrated a significant improvement in audio and video
quality compared to the SOTA models.

The rest of this article is organized as follows: the essential fundamental preliminaries of the proposed
framework are presented in Section 2. Section 3 discusses about the prior relevant works on AVSS and its
components, while the proposed approach is elaborated in Section 4. Section 5 includes the dataset description,
feature details, network architecture of CCCLap-AE-AVSS, training details, considered SOTA models, and
system configuration. The detailed experimental results and the ablation studies of the proposed model are
presented in Section 6. In Section 7, we present the limitations and disadvantages of the proposed method, and
also the possible future research scopes to overcome the problems. Finally, Section 8 concludes this article.

2 Background

In this section, we provide a concise yet comprehensive overview of the essential foundations that underlie
our proposed framework. The fundamental prerequisites and initial building blocks of our conceptual frame-
work are expounded upon and explored in a succinct manner within this segment.

2.1 AAE

An AAE refers to a special type of neural network model that integrates the concepts of AE and adversarial
training methodologies [21]. The AAE structure consists of two parts: first, an encoder—decoder pair and
followed by a discriminator. The role of the encoder is to transform input data into a latent representation
having lower dimensions [9,22], while the decoder’s task is to reconstruct the input data from this latent
representation. In addition to these components, a discriminator, also referred to as a critic, is incorporated to
differentiate between real latent representations derived from the input data and fake latent representations
sampled from a prior distribution. The primary objective of the discriminator [23,24] is to distinguish between
these genuine and synthetic latent representations. The mathematical formulations that describe the func-
tionality of the encoder, decoder, and discriminator are presented in equations (1)-(3), respectively.

Encoder : A — X, @
Decoder : X — A, ()]
Discriminator : X — real/fake, 3

where A is input data, X is the latent representation, and A is the reconstructed output by the decoder of the AE.

Adversarial training involves refining the encoder with the goal of generating latent representations that
are difficult for the discriminator to differentiate from genuine examples. This complex process drives the
encoder to create latent representations that are rich in meaning and carry significant information. Through
this method, the encoder is continuously challenged and improved, leading to the production of high-quality,
informative latent representations that closely resemble authentic data. The adversarial dynamic between the
encoder and the discriminator ensures that the encoder’s output becomes increasingly indistinguishable from
real data, thereby enhancing the overall quality and utility of the representations.

2.2 Caps-Net

Caps-Net represents a recently developed model in deep neural networks. It consists of convolutional, primary,
and digit caps layers. The role of the convolutional layer is to extract high-level feature vectors from the
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input data. These extracted feature vectors maintain their original information while reshaping within the
primary caps layer. In this layer, the activation function employs the squashing algorithm. This algorithm
probabilistically determines the pre-existing feature vectors’ orientation and relative spatial relationships.
Subsequently, the feature vectors undergo dynamic routing [25] toward the digit caps layer. The ultimate
purpose of this dynamic routing is to prepare the feature vectors for the final classification stage. It is
noteworthy that Caps-Net has shown its potential ability to identify the orientation changes of features by
monitoring the overall information shift or the feature correlation within the input [26]. Moreover, it requires
less training data to generalize well compared to CNN models, leading to improved performance in various
tasks more effectively [27]. The architecture of Caps-Net is depicted in Figure 2.
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Figure 2: Caps-Net architecture.

2.3 RAdam optimizer

RAdam optimizer [17] is an optimization algorithm designed to improve upon the popular Adam optimizer by
addressing some of its limitations. RAdam adjusts the adaptive learning rate components of Adam using a
variance correction term, which helps stabilize training and convergence. The variance correction term is
computed to address the biased estimates of the first and second moments of the gradients. The corrected
moving average of squared gradients is given by

Ve

1-pB)°

where v, is the moving average of squared gradients at step ¢, and th is the decay rate for the squared gradients.
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@

3 Related work

We are presenting a novel framework dedicated to AVSS, offering a heightened level of robustness compared
to the conventional VC technique. Therefore, in this section, our focus is directed toward an exploration of the
existing body of research pertaining to VC and the burgeoning field of AVSS.

3.1 VC

VC constitutes a prominent and dynamic domain within the realm of speech processing. Its primary objective
is the manipulation of the distinct vocal attributes of a speaker, all the while upholding the essential linguistic
essence and preserving the inherent natural quality. With the progressive development of research, numerous
methodologies and strategies have been applied with the goal of generating synthetic speech of the utmost
caliber [3,28]. In the primary stages of VC exploration, it relied upon the realm of statistical methodologies. This
included the employment of tools such as Gaussian mixture models [29] and hidden Markov models [30]. These
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pioneering models paved the way for the transformation of spectral attributes across different speakers.
However, these models often grappled with the challenge of faithfully retaining the intricate rhythms of
prosody and the innate authenticity that characterizes human speech [31].

With the emergence of DL technologies, the field of VC has undergone significant advancement. A parti-
cularly noteworthy milestone in this trajectory was the CycleGAN-based VC framework by Kaneko and
Kameoka [32]. This innovative approach harnessed the power of adversarial training, with the transformation
of source features into target features without requiring parallel datasets. The outcomes achieved by this
methodology were remarkable, as evidenced by the substantial improvements in voice quality and the
reduced reliance on parallel training data. However, this framework relied on paired datasets, where corre-
sponding source and target speakers were aligned. Handling non-parallel data, where there was no one-to-one
correspondence between source and target utterances, was a challenge with this model. Moreover, the
CycleGAN-VC model was highly dependent on the quality and diversity of the training data. Furthermore,
the realm of VC has continued to evolve, with recent research delving into the realms of cross-lingual and
multi-lingual VC [33]. These novel approaches seek to transcend language barriers and speaker diversity by
enabling the conversion of speech between disparate languages or among speakers with distinct linguistic
backgrounds. The cross-lingual VC technique functions by aligning phonetic contexts between the source and
target languages, thereby showcasing the immense potential of VC in a wide array of linguistic scenarios.

However, the VC framework can be more robust and improved with the integration of visual cues. This
integration engenders a more harmonious and coherent representation of a speaker and also augments the overall
robustness of the VC process. By fusing auditory and visual information, the VC paradigm gains the ability to generate
outputs that are consistently faithful to the speaker’s identity, thus pushing the boundaries of its capabilities.

3.2 AVSS

AVSS involves creating synchronized speech and corresponding facial movements. This technology has attracted
considerable interest because of its potential uses in areas such as entertainment, communication aids for the
hearing impaired, and virtual human interactions. Initial attempts in AVSS predominantly employed rule-based
and template-based techniques. A notable early contribution by Cassell et al. [34] presented a rule-based system that
produced lip movements from phoneme sequences. Nevertheless, these early AVSS methods were often limited in
their expressiveness and faced challenges in replicating natural speech dynamics.

Subsequently, the amalgamation of statistical models as well as machine learning (ML) techniques
brought significant advancements to AVSS. Barbulescu et al. pioneered joint conversion methodologies for
audio and visual features, integrating prosodic elements into their model [5]. They improved the VC method by
incorporating 3D facial expressions as the visual data. A comprehensive analysis of both feature sets was
conducted to assess their results. However, their approach was hindered by the lack of available datasets and
the limited experiments in their research.

Sawada et al. proposed audio-visual voice conversion (AVVC) technique to combine audio features with
the visual data [35]. For visual inputs, they used lip images and applied principal component analysis to derive
eigenlips, which served as visual parameters [36]. In terms of audio feature extraction, the source speaker’s
features were obtained using the fast Fourier transform, while target speakers’ audio features with high
resolution were extracted using the STRAIGHT method. Their objective was to improve the quality of con-
verted speech, particularly in noisy environments. However, their method struggled to achieve perfect syn-
chronization between audio and lip movements.

Later, Tamura et al. introduced an AVVC approach utilizing Deep BottleNeck Features (DBNF) [37] and deep
canonical correlation analysis (DCCA) [38] to advance traditional methods [39]. DBNF was employed to enhance
feature representations, while DCCA generated more correlated features across different modalities and refined
features based on modality. They also developed a novel cross-modal VC tool that was effective for both audio and
visual features using DCCA. Although this approach demonstrated potential in the field, it was limited by high
computational demands and the complexity of the model required to produce synthesized outputs.
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With the progression of DL, researchers have investigated innovative methods for AVSS by utilizing neural
networks. These models employed CNNs to understand complex relationships between audio and visual features. A
significant contribution by Deng et al. [8] introduced a novel AVSS technique known as exemplar AEs. This method
enabled the conversion of speech from an unknown speaker into the unique voice of a known target speaker. This
approach allows the transformation of various audio inputs into the audio—visual streams of multiple distinct target
speakers, marking the beginning of many-to-many AVSS. However, this model struggled with producing natural-
sounding audio and high-quality video, and it did not effectively capture input features.

Despite its promising potential, the field of AVSS using DL is less explored compared to other domains. As
the field progresses, integrating more complex and advanced architectural designs will likely produce even
more robust results in AVSS. The trend suggests a future where the combination of sophisticated neural
network architectures will lead to significant advancements in seamless AVSS.

4 Proposed approach

Within this section, a comprehensive analysis is conducted to delve into the intricacies of the proposed
CCLCap-AE-AVSS framework. Additionally, a thorough exploration of the workflow underpinning the pro-
posed approach for AVSS is provided. Furthermore, we dedicate space to elucidating the assortment of loss
functions that have been thoughtfully taken into account within the framework’s scope, enriching our under-
standing of its architectural essence.

4.1 Model description of CCLCap-AE-AVSS

In this work, we propose two models referred to as Caps-Net AAE-based VC and Caps-Net AE-based AVS, for the
purpose of AVSS. The initial model is focused on altering vocal characteristics from a source speaker to a target
speaker, all while retaining the speech content. The subsequent model is trained using the original voice of the
target speaker along with the corresponding audio—visual stream. It generates a video with visual mapping that
relies on the transformed speech output generated by the first model. The AAE-based VC model includes encoder,
decoder, and discriminator in its architecture, while the AE-based AVS model comprises encoder and decoder. The
Caps-Net is utilized both in the discriminator of the VC model and in the encoder of the AVS model. Additionally, the
first model also incorporates cycle consistency loss. We have named this proposed framework as CCLCap-AE-AVSS.
The comprehensive architecture of both components of the CCLCap-AE-AVSS is depicted in Figure 3.
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Figure 3: Proposed CCLCap-AE-AVSS framework.
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4.1.1 VC model

The primary aim of the VC model is to alter the vocal characteristics of the original speaker’s voice so that it
closely mimics the voice of a target speaker, while maintaining the original speech content. Formant patterns
in the mel-spectrogram represent both unique features of individual speakers and more universal elements.
Modifying these patterns, such as by shifting their position or rearranging them, can potentially disrupt the
crucial informational cues embedded in the speech features.

Caps-Net offers a robust solution to this problem due to its ability to detect changes in the orientation of
formant patterns. To address this complex issue, we incorporate Caps-Net into the discriminator component of
the AAE within the VC model. The discriminator acts as an essential evaluator, assessing the similarity between
the genuine speech features and those generated by the VC model. By integrating Caps-Net, we leverage its
strengths to improve feature extraction and effectively manage the spatial hierarchies involved in distin-
guishing between real and synthesized data. Thus, embedding Caps-Net in the AAE’s discriminator signifi-
cantly advances the fidelity and naturalness of the converted speech output.

Mathematically, the Caps-Net discriminator D can be represented as

D(.) - CapsNet(.), (5)

where the output of discriminator D is the last layer feature representation obtained from the digit caps layer.

We have integrated cycle consistency loss into our VC model to achieve higher levels of naturalness and
robustness in the converted speech. This integration is essential for preserving the unique speech content of
the source speaker while enabling cross-lingual VC capabilities. Our approach also supports bi-directional
conversion, ensuring consistent transformation between the source and target speakers in both directions. In
our methodology, we use mel-spectrogram features, labeled my and my, extracted from the audio of the source
speaker X and the target speaker Y. These features are then processed by an encoder, a crucial component of
our model. The encoder individually processes the mel-spectrograms my and my, producing corresponding
content codes zy and zy. This procedure is illustrated in Figure 4.

Encoder

—>
1

: /
1

Figure 4: Computation of cycle consistency loss.

The decoders subsequently produce the transformed mel-spectrograms, labeled as iy and iy for their
respective domains. Next, the content codes, which carry the core information of the input, are sent to the
decoders of the opposite domains. This cross-domain processing creates a disparity between the nature of
the content codes and the function of the decoders, resulting in a noticeable mismatch. To correct this, the
mismatched content codes are cycled back to the encoder to compute the cycle consistency loss. This metric
measures the degree of mismatch that has occurred. The main goal is to assess how well the content codes and
decoders align during this transformative cycle. Integrating this mechanism into the model ensures efficient
retention of content-related information throughout the VC process.
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4.1.2 AVS model

The AVS model’s primary goal is to generate a synchronized audio-visual stream tailored to a designated
target speaker. This synchronization is achieved by transforming the source speaker’s speech through the AVS
model. Initially, the AVS model undergoes training using genuine audio recordings and corresponding visual
data from the target speaker, establishing the model’s understanding of the target speaker’s unique
characteristics.

Following this, the output from the VC model is used as input for the AVS model. Our proposed CCLCap-AE-
AVSS approach integrates Caps-Net into the encoder section of the AE associated with the AVS model. This
integration offers significant benefits, notably reducing the need for numerous filters typically required to
detect various feature manifestations. As a result, the model operates more efficiently in terms of parameter
utilization compared to traditional CNNs. Additionally, this approach lowers the data requirements for model
training due to Caps-Net’s inherent ability to capture pose information, a fundamental aspect of its architec-
ture. Furthermore, Caps-Net demonstrates a strong capacity for generalization when encountering new data,
enhancing the AVS model’s overall performance and enabling it to generate high-quality videos.

4.2 Working principle of CCLCap-AE-AVSS

The step-by-step workflow of the proposed framework is illustrated in Algorithm 1. This comprehensive
process involves employing the VC and AVS models to facilitate the entire AVSS procedure. To commence,
we initiate the sequence of actions by capturing the audio speech of the source speaker, which is intended for
transformation into the voice of the target speaker. Furthermore, a sample of audio—visual speech is obtained
from the target speaker, from which the corresponding audio speech is extracted [40]. The audio attributed to
the source speaker is denoted as X, while the audio-visual sample of the target speaker is labeled as AV} and
the extracted audio of the target speaker is referred to as Y.

Algorithm 1: Workflow of CCLCap-AE-AVSS

Initialize: X, AV}.

Y = extractygio (AVy).

my = STFT(X),

my = STFT(Y).

while Trainy ¢ (my, my): do

G = (Inputyg, (my)).

while (downsample(Cx)) do
Input, ,,. = (downsample(Gy)),
Output,,,. = (Upsample(Input,p,.)),
myz = Output,p,..

end

Z = Wavenet(my).

end

while Train,y (Y, AVy): do

Input,y, s = my

for each frame in AVS : align-lip-movements (frame,my).
Output,y ; = AVS(Input,y ).

end
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Following this, both sets of speech undergo a short-time Fourier transform (STFT) process [41], resulting in
their conversion into mel-spectrogram representations with dimensions of 80 x 128. These transformed mel-
spectrograms are specifically referred to as my for the source speaker and my for the target speaker. Subse-
quently, these mel-spectrograms are inputted into the audio encoder, which is referred to as AEnc, yielding the
respective content codes Cx and Gy. The content code of the source speaker is then transmitted to the audio
decoder defined as ADec after undergoing downsampling. The decoder undertakes the process of upsampling,
culminating in the creation of the converted mel-spectrogram, denoted as my. In order to transcribe this
transformed mel-spectrogram into the speech signals of the target speaker, Wavenet vocoder is employed.
Here, the converted audio of the target speaker is denoted as Z.

Moving forward, the mel-spectrogram of the converted audio speech from the target speaker is fed into the
AVS model. This particular AVS model has previously undergone training utilizing audio-visual data from the
target speaker, effectively incorporating visual cues to accurately represent their original voice. Through meticu-
lous adjustments carried out on a frame-by-frame basis, aligning the lip movements with the corresponding audio
speech, we are able to successfully synthesize the audio—visual stream of the converted speech.

4.3 Loss functions
4.3.1 Cycle consistency loss
Our proposed CCLCap-AE-AVSS incorporates cycle consistency loss in its VC model. As indicated in Figure 4,
this loss can be computed as
Legae = llzx-y = zl* + |lzy-x = zv|l%, (6)

where £y is the cycle consistency loss of the VC model and a type of L1 loss. Here, zy-.y and zy-x refers to the
mismatched content code from encoder to decoder-1 to decoder-2, respectively.

4.3.2 Audio reconstruction loss

The process of converting my and my into their respective reconstructed forms, iy and iy, takes into account
an additional factor known as the audio reconstruction loss. This particular loss component plays a crucial role
in the VC process. This loss factor serves as a pivotal aspect of the overall transformation process, contributing
to the fidelity and accuracy of the model. This loss can be calculated as

Laudio Recon = ||Mity = my|* + ||y — my|[?. ™

4.3.3 Vocoder loss

In the VC framework, employing a vocoder is crucial. This vocoder is instrumental in producing the output
speech for the target speaker from the mel-spectrogram, which is derived from the speech of the source
speaker. A key aspect of the vocoder’s training process involves deriving a specialized loss function, known as
cross-entropy loss. This loss function is vital for optimizing the vocoder’s parameters. By incorporating this
loss, denoted as £ yocoder> the vocoder adjusts its internal parameters to accurately convert mel-spectrograms
into coherent speech signals.

4.3.4 Total loss for VC

Subsequently, the cumulative loss of the VC model will be calculated as the aggregate of three distinct loss
functions. It can be represented as:
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Lyc = -LCycle *+ Laudio Recon + L Vocoders 8

where £ y¢ refers to the total loss of the VC process.

4.3.5 Video reconstruction loss

To facilitate the process of reconstructing the video of the target speaker by utilizing the converted speech
uttered by the source speaker, a crucial step involves the computation of a L loss. This particular loss can be
elegantly expressed as £ vigeo recon, Wherein the symbols v and ¥ hold the significant roles of representing the
unaltered original video and the video that has been meticulously reconstructed through the decoder,
respectively:

L video recon = |[V = V1. 9

4.3.6 Total loss for AVS

Since the AVS model is intricately reliant upon the outputs generated by the VC model, the cumulative loss it
experiences becomes inherently linked to the losses incurred by the VC model itself. In essence, the total loss
encountered by the AVS model is an amalgamation of two crucial components: the comprehensive VC loss and
the loss associated with the reconstruction of the video output. Consequently, the complete loss function for
the AVS model can be expressed as

L avs = Lyc + Lvideo Recons (10

where the symbol £ oys serves as a representation of the aggregate loss sustained by the AVS model due to
these intertwined factors.

5 Experimental setups

5.1 Dataset description

Our proposed model, CCLCap-AE-AVSS, has been rigorously trained and tested using the VoxCeleb2 [18] and
LRS3-TED [19] datasets to thoroughly evaluate its performance. The VoxCeleb2 dataset contains 150,480 audio—
visual speech segments from 6,112 unique individuals. Notably, approximately 61% of the speakers in this
dataset are male. It is organized into distinct subsets for training, testing, and validation, ensuring that models
are trained and evaluated on different speakers and recordings, which aids in assessing their generalization
capabilities.

The LRS3-TED dataset includes video content of 400 h, meticulously gathered from 5,594 TED and TEDx
talks in English, sourced from YouTube, having a wide range of speakers. The face tracks are available as mp4
files with 224 x 224 pixel resolutions and play at 25 fps, while the audio tracks are in a 16-bit format with a
16 kHz sampling rate. The dataset is divided into three sets: pre-train, train-val, and test, with the test set being
completely independent from the others.

Additionally, the proposed VC model has been validated using the VCTK dataset [20], which includes 109
speakers, offering a diverse array of genders, accents, and ages. These audio recordings were captured in a
controlled environment to reduce the background noise, ensuring high-quality speech content. The sound-
tracks are typically available in WAV format with 48 kHz sampling rate.
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5.2 Feature details

We choose mel-spectrogram [42] as speech feature in the proposed CCLCap-AE-AVSS framework due to its effec-
tiveness in capturing important characteristics of speech signals. Mel-spectrograms focus on the acoustic charac-
teristics of speech while being relatively invariant to linguistic content. This is important for VC, where the goal is to
modify the speaker identity while preserving the linguistic information and prosody of the speech.

In our AVSS framework, we incorporate individual frame-by-frame lip images [43] as the visual feature.
By integrating these finely detailed lip images into CCLCap-AE-AVSS, we aim to achieve a more accurate and
natural synchronization between the spoken words and the corresponding lip movements, resulting in more
realistic and effective AVSS system.

5.3 Network architecture of CCLCap-AE-AVSS

CCLCap-AE-AVSS framework’ presents a comprehensive amalgamation of sophisticated components, ranging
from audio encoder, decoder, and discriminator within the VC model to video encoder and decoder within the
AVS model. These components synergistically contribute to the framework’s capability to perform intricate
AVSS tasks, encapsulating many complex processing steps.

For the VC model, the audio encoder is intricately designed and is composed of three 1-D CNN layers and
two bidirectional long short-term memory (LSTM) (bi-LSTM) layers. To extract relevant features, a kernel size
of 5 is employed, and the activation function ReLU is utilized within the audio encoder. On the other hand, the
audio decoder mirrors this intricate design by featuring three 1-D CNN layers and an equal count of three bi-LSTM
layers. Just like the encoder, the decoder also adopts a kernel size of 5 and relies on the ReLU activation function for
optimal performance. The discriminative element within the VC model is ingeniously fashioned using Caps-Net.
This involves incorporating a 2-D convolutional layer with the ReLU activation function to facilitate the extraction
of high-level features. Following this, a primary caps layer, characterized by a kernel size of 9, is introduced to
further process the extracted features. Ultimately, a digit caps layer is incorporated to bring about the final
classification process.

In the proposed approach, the AVS model is centered on two key components: the video encoder and the video
decoder. The video encoder leverages the Caps-Net architecture, selected for its suitability in handling the complex-
ities of the AVS model. Conversely, the video decoder takes a different approach by utilizing three layers of 3-D
CNNs. These layers work together to produce the audio-visual output corresponding to the target speaker. To
achieve seamless integration and optimal performance, the decoder consistently uses the ReLU activation function.

5.4 Training details

The training process for the VC model commenced by utilizing speeches from both speakers, effectively capturing
and mapping their distinct vocal features. Similarly, for the AVS model, we utilized a combination of audio speech
data and synchronized frame-by-frame lip images of the target speaker, creating a comprehensive dataset that
facilitated precise mapping from spoken language to corresponding lip movements in videos.

In the experimental phase, we carefully configured hyperparameters for optimal training outcomes. This
included setting the learning rate to 0.001 and selecting a batch size of 8, following recommendations from the
study of Deng et al. [8]. To enhance model effectiveness, we employed the RAdam optimizer [17], which
addresses the slow convergence issue of traditional Adam optimizer and stabilizes training with a better
adaptive learning strategy.

1 The code execution of the CCLCap-AE-AVSS is publicly shared at: https://github.com/Subhayu-ghosh/CCLCap-AE-AVSS.
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Furthermore, both the VC and AVS models underwent rigorous training for 100 epochs, with batch
normalization technique applied throughout the process. This extended training period ensured that
CCLCap-AE-AVSS had ample exposure to data and optimization processes, ultimately enhancing their perfor-
mance and capabilities.

5.5 SOTA models

We thoroughly compared our newly introduced CCLCap-AE-AVSS frameworks with several SOTA models. For
VC, we assessed notable models such as StarGAN-VC [44], StarGAN-VC2 [45], Blow [46], MelGAN-VC [47],
FLSGAN-VC [48], and Exemplar-AE [8]. For the AVS model, our evaluation included Speech2Vid [49], LipGAN
[50], and Exemplar-AE [8].

StarGAN-VC [44] blends features from cycle variational autoencoder [51] and cycleGAN [32], employing a
single encoder—decoder generator network regulated by auxiliary input to achieve multiple-to-multiple map-
pings. Unlike CycleGAN-VC, StarGAN-VC does not require attribute information during testing, resembling
CVAE-VC in this aspect. StarGAN-VC2 [45] enhances domain-specific alterations using modulation-based con-
ditional transformation.

Blow [46] utilizes a single-scale structure with forward-backward conversion and shared speaker embed-
dings. MelGAN-VC [47] employs spectrograms and a generative adversarial network (GAN) for domain transla-
tion, supplemented by a siamese network. FLSGAN-VC [48] integrates a self-attention mechanism and mod-
ulation spectra distance for high speaker similarity.

Speech2Vid [49] generates talking faces by combining a target speaker’s static image with their audio
segment using an encoder—decoder CNN architecture. LipGAN [50] facilitates face-to-face translation of
speech, maintaining realistic lip synchronization through its GAN-based framework.

Exemplar-AE [8], designed for AVSS, is a straightforward encoder-decoder model constructed using CNNs.
We conducted a comprehensive comparison of our framework against Exemplar-AE for both VC and AVS
models throughout our experiments, consistently utilizing it as a baseline reference point.

5.6 System configuration

The proposed CCLCap-AE-AVSS underwent experimental testing using a Dell precision 7820 workstation. This
workstation was outfitted with an Intel Xeon Gold5215 processor clocked at 2.5 GHz. The operating system in
use was Ubuntu 18.04, with a 64-bit architecture, ensuring efficient utilization of the hardware’s capabilities.
The graphics processing was bolstered by an Nvidia 16 GB Quadro RTX-5000 graphics card, enhancing visual
processing tasks. To accommodate the computational demands, the workstation boasted a substantial 96 GB of
RAM, allowing for the handling of complex operations with ease. The implementation of the model was carried
out using Python 3.7.0, with the assistance of PyTorch 1.1.0.

6 Results and discussion

6.1 Objective and subjective evaluations

We conducted a comprehensive assessment of the performance of our newly developed CCLCap-AE-AVSS
framework through a combination of both objective [52] and subjective [53] evaluations. The objective
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Table 1: Performance evaluation of VC models using VoxCeleb2 dataset

Model MCD ({) MSD () MOS (1)
StarGAN-VC [44] 6.13 1.97 2.48
StarGAN-VC2 [45] 5.98 1.82 2.89
Blow [46] 5.89 179 2.92
MelGAN-VC [47] 6.06 1.90 2.81
FLSGAN-VC [48] 5.69 1.70 3.21
Exemplar-AE [8] 5.65 1.7 3.10
CCLCap-AE (Ours) 5.30 1.54 3.98

Table 2: Performance evaluation of VC models using LRS3-TED dataset

Model MCD (V) MSD (V) MOS (1)
StarGAN-VC [44] 6.38 2.04 2.39
StarGAN-VC2 [45] 6.11 1.96 2.48
Blow [46] 5.87 1.99 2.55
MelGAN-VC [47] 6.09 2.03 2.44
FLSGAN-VC [48] 5.85 1.91 2.70
Exemplar AE [8] 5.77 1.81 2.87
CCLCap-AE (Ours) 5.66 1.69 3.74

evaluation entails a meticulous comparison between the original samples and the generated counterparts?,
achieved mathematically using metrics such as mel-cepstral distortion (MCD) [54] and MSD [55]. On the other
hand, the subjective evaluation centers on gauging the human perception of the generated audio samples,
employing the mean opinion score (MOS) [56] methodology. Lower values of MCD (1) and MSD (1) metrics
inherently indicate superior quality in the generated audio samples, as they imply reduced distortion and
greater similarity to the original samples. On the other hand, a higher MOS (1) signifies a more favorable
human perception of the generated audio quality. It is noteworthy that the MOS metric also finds utility in
evaluating the quality of synthesized videos, showcasing its versatility.

As presented in Tables 1-4, these are the experimental results in terms of these evaluation metrics using
different datasets, which offer insights into the performance of our proposed approach as compared to the
SOTA models. These results collectively provide a comprehensive understanding of the efficacy and advance-
ments offered by our CCLCap-AE-AVSS framework.

Table 1 displays a thorough analysis of various VC models’ performance on the VoxCeleb2 dataset. The
evaluation of generated audio quality revolves around three main metrics: MCD, MSD, and MOS. Our model’s
performance is compared against several prominent VC models, namely, StarGAN-VC [44], StarGAN-VC2 [45],
Blow [46], MelGAN-VC [47], FLSGAN-VC [48], and Exemplar AE [8]. Results demonstrate that our CCLCap-AE
model excels in both MCD and MSD, achieving scores of 5.30 and 1.54, respectively. These scores notably
outperform those of the alternative models, highlighting the superiority of our approach. Moreover, MOS
values further support the effectiveness of our proposed approach over the SOTA models, as illustrated in
Table 1.

Table 2 presents a comprehensive analysis of various VC models using the LRS3-TED dataset, focusing
deliberately on the same SOTA models listed in Table 1. Our experiment demonstrates that our proposed
CCLCap-AE model achieves outstanding performance, with MCD and MSD scores of 5.66 and 1.69, respectively.
These scores are notably the lowest, indicating the effectiveness of our CCLCap-AE model in replicating the
essential vocal characteristics of the target speaker. Additionally, our CCLCap-AE model receives the highest

2 The generated samples are shared at: https://drive.google.com/drive/folders/1gXOtzn4pektByovO5ZA4qJb5H_qsxSI-?usp=sharing.
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Table 3: Performance evaluation of VC models using VCTK dataset

Model MCD (!) MSD () MOS (1)
StarGAN-VC [44] 6.45 2.02 2.13
StarGAN-VC2 [45] 6.02 1.92 2.78
Blow [46] 5.91 1.79 2.92
MelGAN-VC [47] 6.11 1.97 2.64
FLSGAN-VC [48] 5.83 1.92 3.24
Exemplar AE [8] 5.65 1.7 3.10
CCLCap-AE (Ours) 5.49 1.66 3.68

Table 4: MOS (1) of AVS models using VoxCeleb2 and LRS3-TED datasets

Model VoxCeleb2 LRS3-TED
Speech2Vid [49] 1.98 21
LipGAN [50] 2.74 2.68
Exemplar AE [8] 2.83 2.91
CCLCap-AE (Ours) 4.02 3.82

MOS value among all considered SOTA models, underscoring the superiority of our approach compared to
other existing VC models. This observation is particularly significant, highlighting the excellence inherent in
our method.

In addition, we have conducted an extensive evaluation of the performance of the VC component of our
newly introduced CCLCap-AE model using VCTK dataset too. Upon careful examination of the results presented
in Table 3, it becomes readily apparent that our model’s MCD and MSD values stand out as the most optimal
when compared to all other models under consideration. Furthermore, our model exhibits notably greater
MOS values in comparison with its counterparts. The elevated MOS value serves as a clear indicator of the
superior quality and fidelity of the generated samples achieved by our proposed framework.

Table 4 displays the MOS achieved by the AVS component of our proposed CCLCap-AE model and the SOTA
models. In our assessment, we have taken into account three prominent SOTA models: Speech2Vid [49],
LipGAN [50], and Exemplar AE [8]. The MOS values have been meticulously computed employing both the
VoxCeleb2 and LRS3-TED datasets. The calculated MOS values for our AVS model stand at 4.02 and 3.82 for
the VoxCeleb2 and LRS3-TED datasets, respectively. These results notably surpass the performance of all the
aforementioned SOTA models. As demonstrated in Tables 1-4, the comparisons of both objective and sub-
jective evaluations underscore the clear superiority of the proposed CCLCap-AE-AVSS over all the SOTA models
in terms of both the audio and video qualities. This outcome highlights the remarkable performance of
CCLCap-AE-AVSS in faithfully reproducing content and maintaining a high level of similarity to the input
data, setting it apart as a leading model in the field.

Finally, the examination shifts toward visual inspection aided by mel-spectrograms. These mel-spectro-
grams depict the characteristics of the initial speech, which is taken into account for both the Exemplar AE and
CCLap-AE models. Additionally, the Mel-spectrograms of the transformed speech segments generated by the
Exemplar AE and CCLCap-AE models are also illustrated in Figure 5.

Upon scrutinizing the mel-spectrograms, it becomes evident that a discernible alteration in frequency
components exists within the transformed speech instances of the Exemplar AE model. Conversely, the mel-
spectrogram of the transformed speech resulting from CCLCap-AE closely mirrors that of the original speech,
as shown in the marked area of Figure 5. This observation suggests a heightened resemblance between the
converted speech and the original speech when employing the CCLCap-AE model.

Additionally, we provide visual depictions of both the source video and the videos created by Exemplar-AE
and CCLCap-AE. This visual representation aids in conducting a thorough comparison concerning the
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Figure 5: Visual comparison of the mel-spectrograms for both Exemplar-AE and CCLCap-AE with target mel-spectrograms.

authenticity and caliber of the produced video content, as illustrated in Figure 6. Through meticulous observa-
tion, it is apparent that the motion of the lips depicted in videos crafted by CCLCap-AE stands out distinctly
with remarkable clarity. Conversely, upon scrutinizing videos generated by Exemplar-AE, a noticeable defi-
ciency in effectively representing lip movements becomes evident. A direct juxtaposition with the source video
underscores CCLCap-AE’s superiority in video synthesis, manifesting in superior quality and naturalness. This
model adeptly reproduces the original content with fidelity, yielding outcomes that are notably more realistic
and authentic in comparison with those produced by Exemplar-AE.

Original Video

Generated Video by Exemplar-AE

Generated Video by CCLCap-AE

Figure 6: Visual comparison of the generated audio-visual stream for both Exemplar-AE and CCLCap-AE generated videos with the
original video.
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Figure 7: Ablation study of CCLCap-AE-AVSS: MCD, MSD, and MOS for audio and MOS for video using VoxCeleb2 and LRS3-TED datasets.
Audio (LRS3-TED), (f) MCD for Audio (LRS3-TED), (g) MOS for Audio (VoxCeleb2), and (h) MOS for Audio (LRS3-TED).
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6.2 Ablation study

We conducted an ablation study of the proposed CCLCap-AE-AVSS, delving into its inner workings by
employing a range of evaluation metrics. These metrics included MCD, MSD, and MOS applied to the audio
samples. Furthermore, we employed the MOS for the video samples. This comprehensive analysis involved the
examination of six distinct scenarios, each with its own unique configuration. The scenarios we considered
encompassed a variety of approaches: first, the baseline model [8]; second, the application of Caps-Net alone;
third, the utilization of cycle consistency loss in isolation; fourth, the exclusive implementation of the RAdam
optimizer; fifth, a combination of Caps-Net and cycle consistency loss; and finally, the proposed CCLCap-AE-
AVSS, an integration of Caps-Net, cycle consistency loss, and RAdam. The outcomes of these scenarios are
meticulously measured and visually represented in Figure 7, where the corresponding value of each metric
has been prominently displayed at the top of its respective bar.

For the VoxCeleb2 dataset, we have obtained the MCD and MSD values for the generated speech of the CCLCap-
AE model, which are determined to be 5.30 and 1.54, respectively. Similarly, when analyzing the LRS3-TED dataset,
we have computed the MCD and MSD values and found them to be 541 and 1.77, respectively. These specific
numerical results can be seen in panels (a), (b), (d), and (e) of Figure 7. Focusing on the MOS value, we observe that
panels (c) and (f) of Figure 7 illustrate that the CCLCap-AE model achieves an MOS score of 3.98 for the VoxCeleb2
dataset and a score of 3.74 for the LRS3-TED dataset. Furthermore, to offer a more detailed breakdown, the
respective values attributed to each component of the model are visually represented in Figure 7. For a compre-
hensive evaluation of the generated videos, we execute the MOS assessment on both the VoxCeleb2 and LRS3-TED
datasets. The outcomes of these evaluations are depicted in panels (g) and (h) of Figure 7, where the CCLCap-AE
attains an MOS value of 4.02 and 3.82 for the quality of generated audio and video, respectively.

The data showcased in our ablation study undeniably validate the superiority of our proposed CCLCap-AE-
AVSS and each distinct model variant compared to the baseline model [8]. This marked enhancement can be
attributed to the efficacy of the Caps-Net architecture in capturing salient features with precision. Additionally,
the successful preservation of the original speech content’s authenticity, achieved through the implementation
of the cycle consistency loss, contributes significantly to the observed performance boost.

7 Limitations and future scope of works

While the CCLCap-AE-AVSS model shows promise in various areas, it is important to note some limitations.
Our model’s performance relies heavily on the availability and diversity of the training data. If the data lack
diversity or do not adequately represent certain audio—visual speech patterns, the model’s ability to generalize
may suffer. Additionally, using Caps-Net architecture, especially with AEs, adds extra computational burden,
resulting in longer training and inference times compared to traditional architectures. Furthermore, our
model’s robustness to noisy input, like imperfect audio recordings or challenging visual conditions, needs
more attention. It may perform less optimally when faced with significant noise or input distortions.

To overcome these limitations in future research, we can explore techniques to enhance data augmenta-
tion strategies, optimize computational efficiency, and improve the model’s ability to handle noisy input.
Additionally, future research could investigate emotional VC and singing VC for AVSS. Furthermore, incorpor-
ating facial expressions corresponding to emotions (e.g., happiness, anger, sadness) into real-time video
synthesis frameworks holds potential for advancing research in AVSS.

8 Conclusion

In summary, this research presents the CCLCap-AE-AVSS framework, a groundbreaking method for synthe-
sizing audio—visual content linked to a specific target speaker through converted speech from a source
speaker. The proposed approach integrates Caps-Net to effectively capture relevant features, and the cycle
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consistency loss mechanism preserves the integrity of the source speaker’s content. The rigorous evaluation
demonstrates the CCLCap-AE-AVSS model’s superior outputs in both auditory and visual domains compared to
the SOTA models. Further exploration of advanced DL models, including GANs, holds promise for refining and
advancing the AVSS process to enhance the performance and applicability of the proposed method in future
research.
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