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Abstract: Microblogs are currently one of the most well-liked social platforms in China, and sentiment analysis
of microblog texts can help further analyze the realization of their media value; however, the current task
of sentiment analysis based on microblog information suffers from low accuracy due to the large size and
high redundancy of microblog data, a microblog sentiment analysis method using Bidirectional Encoder
Representation from Transformers (BERT)-Text Convolutional Neural Network (TextCNN)-Bidirectional
Gate Recurrent Unit (BiGRU)-Multihead-Attention model in Spark big data environment is proposed. First,
the Chinese pre-trained language model BERT is used to convert the input data into dynamic character-level
word vectors; then, TextCNN is used to effectively obtain local features such as keywords and pool the filtered
features; then, BiGRU is introduced to quickly capture more comprehensive semantic information; finally, a
multi-headed attention mechanism is implemented to emphasize the most significant features in order to
accomplish the sentiment classification of microblog information task precisely. By comparing the existing
advanced models, the proposed model demonstrates an improvement of at least 4.99% and 0.05 in accuracy
and F1-score evaluation indexes, respectively. This enhancement significantly enhances the accuracy of micro-
blog sentiment analysis tasks and aids pertinent authorities in comprehending the inclination of individual’s
attitude toward hot topics. Furthermore, it facilitates a prompt prediction of topic trends, enabling them to
guide public opinion accordingly.
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1 Introduction

Social media platforms have proliferated in tandem with the Internet’s development and have become the
primary means by which individuals communicate their opinions and emotions on the web due to their rapid
dissemination, wide audience, and convenient use. A microblog has emerged as a significant platform for
users to acquire and distribute information due to its rapid transmission rate and substantial social impact.
Presently, it is also a representative online social media platform in China at present, with a huge user group
[1-4]. Weibo, being an open-source social media platform, is accessible to all users. On Weibo, users have the
ability to update their status through text or other means, as well as share their thoughts on various products,
events, or individuals [5,6].

Weibo text data is complex and chaotic on the surface, but it contains subjective sentiment information of
the masses in many fields. A small range of sentiment expression may affect a large range of users’ sentiment
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preferences for different events, products, and characters [7,8]. In case of emergencies, it is also easy to

generate online public opinion. If we can dig and use this information in depth, it may have unpredictable

value for both society and individuals. It can provide reference information for consumers and producers;
conduct sentiment analysis on the relevant comments of a given product, which will help to understand the
advantages and disadvantages of the product; and improve the customer satisfaction.

By analyzing the user’s comments, we can determine the user’s daily preferences and provide personalized
suggestions [9-11]. In addition, it can also provide support for the government and other relevant departments,
facilitate the government’s public opinion monitoring, curb the spread of false information, and maintain social
stability and prosperity. Conduct sentiment analysis on the content of microblog and monitor the sentiment
tendencies contained therein, so as to understand the users’ comments on the products or characters on microblog,
or the degree of attention and sentiment changes to the events. It provides a real-time scientific theoretical basis for
decision-makers to guide online public opinion in a timely and effective manner, and it can also timely control
negative information when generating online public opinion to prevent further expansion of online public opinion
[12-14]. Therefore, the monitoring, analysis, and reasonable guidance of public opinion on the microblog network is
of great significance and can create value for the country, collective, or individual life [15-17].

As a relatively large open-source online social media platform, microblog is rich in content and large in data. It
is difficult to conduct sentiment orientation statistics by artificial means. It is necessary to use the method of
sentiment analysis to explore the sentiment orientation of its content [18]. Text sentiment analysis can excavate the
opinions or evaluation information contained in the subjective text with subjective sentiment features or with
commendatory and derogatory tendencies. By analyzing the content of the text, we can predict the sentiment
tendency contained in the text and express it in a more intuitive way. Therefore, a fast and effective sentiment
analysis of massive and unstructured microblog text data is a hot topic of current research [19].

The current methods exhibit drawbacks such as inadequate extraction of semantic information, insensi-
tivity to multi-sense words, and overly simplistic model structures that fail to account for generalization. In
response, this study proposes a microblog sentiment analysis method using the Bidirectional Encoder
Representation from Transformers (BERT)-Text [20] Convolutional Neural Network (TextCNN) [21]-Bidirec-
tional Gate Recurrent Unit (BiGRU)-Multihead-Attention (BTCBMA) model within the Spark big data environ-
ment. Multi-headed attention (M-HA) [22], BERT, TextCNN, and BiGRU [23] are its primary components. The
following are the four primary contributions of this article:

(1) For feature extraction, the BERT pre-trained language model is employed to map each sentence to an
appropriate dimension and generate dynamic character-level word vectors that are characterized by high
dimensionality and abundant semantic information.

(2) By convolution, the TextCNN model extracts the local features of the text. The maximum pooling layer is
added to derive the significant features in the text.

(3) Using the BiGRU model, we use multiple clause rule recognition to solve the sentiment word disambigua-
tion problem, which achieves more bidirectional acquisition of contextual feature information and greatly
reduces the computational complexity.

(4) In order to enhance the accuracy of sentiment analysis and capture the key information in sentences,
M-HA is used to integrate multiple single-headed attention.

The subsequent sections of this article are structured as follows: initially, the second section examined the
pertinent research on deep learning as it relates to emotional analysis. Then, the recommended BTCBMA was
introduced methodically in Part 3. A thorough experimental comparison was performed on the suggested
model in Part 4. Part 5 concludes with a summary of the article and a discussion of potential future research.

2 Related works

At present, many relevant personnel have carried out corresponding work on the analysis and research of text
sentiment [24]. Dashtipour et al. [25] suggested an automatic feature engineering approach that leverages deep
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learning and combines long short-term memory (LSTM) and convolutional neural networks (CNN) models to
classify the sentiment of Persian movie reviews. The suggested approach uses a composite model that com-
bines CNN and LSTM. The outcomes of the simulation demonstrate that the suggested approach significantly
enhances the precision of sentiment classification. Nevertheless, the approach lacks comprehensiveness with
regard to the extraction of features for sentiment classification. Wang et al. [26] introduced a deep learning
approach for sentiment-based sentiment classification. This approach employs weakly labeled data for model
training, thereby mitigating the detrimental effects of noisy samples in the weakly labeled data and enhancing
the overall performance of the sentiment classification model. The experimental findings demonstrate that the
suggested approach exhibits superior classification performance in the sentiment classification task of online
hotel reviews compared to the conventional depth model, all while maintaining the same labor cost. Never-
theless, the pace at which the approach converges models must be enhanced. Balakrishnan et al. [27] suggested
a deep learning model with sentiment embedding for dynamic analysis of cancer patients’ sentiment in online
health communities, using a bi-directional LSTM (BiLSTM) model for sentiment dynamic analysis of user posts
to measure changes in user satisfaction. The efficacy of the method is demonstrated through experimental
results in comparison with other established methods. Nevertheless, the approach is deficient in its capacity to
capture contextual semantic information. By combining the outputs of CNN, LSTM, BiLSTM, and Gated Recur-
rent Unit (GRU) models through stacked integration with logistic regression serving as the meta-learner,
Mohammadi and Shaverizade [28] suggested a new method to aspect-based sentiment analysis using deep
integration learning. In comparison with fundamental deep learning approaches, this approach enhances the
accuracy of aspect-based predictions by 5-20%. However, this approach is too redundant. Cheng et al. [29]
suggested a polymorphism-based CNN model. The CNN input matrix is generated by the model through the
combination of word vector information, word sentiment information, and word location information.
Throughout the training process, the model modifies the weight control to modify the significance of various
feature information. Using a multi-objective sample dataset, the efficiency of the suggested model in the
sentiment analysis assignment of relevant objects is evaluated in terms of classification effect and training
performance. Nevertheless, this methodology is incapable of comprehensively capturing and employing con-
textual data for sentiment analysis. Elfaik and Nfaoui [30] examined an effective BiLSTM that encapsulated
contextual information of Arabic feature sequences forward backward, which improved the results of Arabic
sentiment analysis. The experimental outcomes derived from six benchmark datasets for sentiment analysis
demonstrate that the suggested method outperforms both baseline traditional machine learning methods and
state-of-the-art deep learning models. Nonetheless, this method fails to adequately represent the local features
of the text.

In summary, although certain improvements are obtained in some tasks in the aforementioned literature,
there are still some limitations, which include low prediction accuracy, inadequate extraction of semantic
information, inability to effectively handle multiple meaning words, and overly simple model structure lacking
generalization. Consequently, a microblog sentiment analysis method using the BTCBMA model in Spark big data
environment is proposed in this article. In order to assess the efficacy of the proposed method, we employed a
publicly available benchmark dataset and obtained significant performance in sentiment analysis tasks in the
microblogging domain, which effectively solved the problems in the aforementioned literature.

3 Method

First, the sentiment of microblog text is divided into six categories: positive, angry, sad, scared, surprised, and
heartless. According to the features of short text, a fine-grained sentiment analysis BTCBMA model based on
TextCNN is proposed. The BTCBMA model is summarized as multiple embedded vectors. It uses emoticons and
sentiment labels of text to transform into vectors to make sentiment expression stronger and realizes the full
use of the relationship between text and labels. BiGRU network is combined with the M-HA mechanism to
obtain more comprehensive and deep sentiment features. The last part is the output module. The structure of
the BTCBMA model is depicted in Figure 1.
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Figure 1: Structure of BTCBMA.

The BTCBMA is mainly divided into five parts:

(1) Inputlayer.Itis used to process the input text; convert the word vector, emoticon, and sentiment label into
vector matrix through Word2vec model; and input them to the subsequent network layer.

(2) TextCNN layer. The local information of the text is captured through multi-channel CNN network, and
more comprehensive features are captured through different vectors of three channels.

(3) BiGRU layer. Captures context information for text.

(4) M-HA layer: As a supplement to the BiGRU layer, it can fully obtain the global features in the text.

(5) Output layer. After splicing the results of the attention mechanism, the resulting matrix is input into the fully
connected network, and finally, the sentiment classification results are output through the activation function.

3.1 BERT pre-trained language models

A dynamic pre-training model is BERT. The fundamental component of BERT is the Transformer encoder, as
illustrated in Figure 2 [21].
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Figure 2: Structure of BERT.
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The structure of the BERT model mainly includes three layers:

Embedding word vector coding layer. Unlike the previous word vector coding, the BERT model will generate
three types of embedding for each token in the text input, namely, the token embedding containing the
meaning of the word itself, the segment embedding containing the sentence information and the sequence
information between sentences, and the position embedding containing the sequence of the words in the
sentence. Each token is represented by the sum of the three embedded types. In addition, a [CLS] mark is
added at the beginning of each sentence. The [SEP] mark set between sentences is used to distinguish sentences.
Pre-trained pre-training layer. Two tasks are defined. The first is an integrated two-way language model.
The corresponding method in BERT is called Masked language model, or MLM task for short. This method
has the capability to simultaneously train two distinct transformer models from right to left and left to
right. It is capable of extracting more comprehensive context features from the text, generating a more
robust semantic representation, and implementing an integrated two-way language model. The other is
Next presence prediction, which is called Next Sentence Prediction task for short. This task is mainly aimed
at judging the correlation between sentence pairs with sentence pairs as input in downstream tasks. The
basic idea is to select sentence pairs. For example, the sentence pair contains sentence A and sentence B,
and then judge whether the next sentence of sentence A is sentence B or other sentences in the corpus. This
is a two-class problem. The key of this task is to artificially add a [CLS] mark in front of each sentence. After
training, the information is integrated into the vector of the position, which can be used to represent each
sentence, so the next sentence can be predicted according to the previous sentence.

Fine-tuning layer. The task of sentiment classification in this article is to classify a single sentence. It only
needs simple transformation on the output of Transformer at the last layer of BERT. Connect a full-
connection layer and sigmoid or Softmax function to the last layer of Transformer output corresponding
to the CLS position of the starting symbol.

3.2 TextCNN model

CNN consists of three primary layers: convolution, pooling, and full connection. The convolution kernel is
employed in the core convolution layer to extract features. The pooling layer’s objective is to reduce the
dimension of features in order to mitigate overfitting and simplify the computations required by the Softmax
classifier. As a result, CNN possesses the capabilities of weight sharing, dimensionality reduction, local feature
extraction, and multi-level structure. CNN focuses on capturing local features.

Some scholars have made improvements to CNN and proposed TextCNN for sentiment analysis. TextCNN

model has a simpler structure and can be better applied to the field of text sentiment analysis, which is shown
in Figure 3 [22].
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Figure 3: Structure of the TextCNN.

3.3 BiGRU model

Neural networks are frequently employed in sentiment analysis tasks to extract additional text features. In
order to classify the sentiment of microblog text, it is necessary to take into account the overall semantics of
the text. RNN, LSTM, and other models are typically employed to acquire additional contextual feature
information. While LSTM and GRU share comparable architectures and performance metrics, the GRU net-
work exhibits a reduced computational complexity. GRU is more suitable than LSTM for sentiment analysis of
microblogs due to the computationally intensive nature of text-related sentiment analysis tasks in general.

Based on the semantic expression features of Chinese, usually the meaning of a word or word is not only
related to the preceding text, but also related to the following text, so here we choose to use the BiGRU network
structure to extract features. BiGRU consists of both reverse and forward GRU. It extracts from the context the
underlying sentiment features of the text. The internal architecture is illustrated in Figure 4 [23].

In Figure 4, [Wy, Wy, ... ,Wy-1, Wy] refers to the word vector generated by the transformation of
vector representation model, and N refers to the sentence length. [hy, hy, ... ,hy-1, hy] refers to the output of

BiGRU, which is obtained by splicing the output [f_l;, ﬁz, ,HN_l, fTN] of the forward GRU and the output

[E, E ,E\H, (HN] of the reverse GRU. BiGRU inherits the advantages of simple and fast GRU training and
can combine context to eliminate ambiguity and read the entire text more accurately.

3.4 M-HA model

The attention mechanism operates on the principle of mapping the Query and Key-Value sets; its output is
determined by performing a weighted sum operation on the weight value and the value associated with the
Key. M-HA does not only calculate attention once, but also performs multiple Scaled Dot-Product Attention (SD-
PA) calculations in parallel. Each attention can learn feature representation in multiple representation spaces
after splicing all outputs after independent calculation. The different emphasis of learning in each representa-
tion subspace results in different extracted features. Therefore, M-HA has more powerful performance in
feature representation. SD-PA reduces the result in order to prevent the gradient from disappearing due to
excessive internal product. The structure of M-HA is depicted in Figure 5 [20].
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Figure 5: Structure of the M-HA model.

The calculation process of M-HA is as follows:
(1. First, the Query, Key, and Value are linearly mapped in different ways.
(2). Perform SD-PA operation on m times of different linear maps.

(3). The output obtained in step (2) is spliced and input to the linear mapping layer to get the result.

M-HA is shown in the following formula:
M_H(Q, K, V) = Concat(hy, hy, ... ,h;) W, @

where h; = Atte(Q, K, V), i =1, 2,... ,m, and W, represents the weight of linear mapping layer.
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3.5 Maxpooling layer

The feature graph resulting from the convolution operation has a substantial dimension. By incorporating a
pooling layer into the parameter matrix, it is possible to reduce its dimension. This can effectively prevent
overfitting while retaining the required features. The maximum pooling method and the average pooling method
use the maximum value and the average value in pooling window, and their principles are illustrated in Figure 6.
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Figure 6: Pooling method: (a) maximum pooling and (b) mean pooling.

After transferring the processed features from the pooling layer to the full connection layer, the Softmax is
applied to the feature vectors of the full connection layer for classification. With average pooling, it is simple to
blur text information. However, maximum pooling can inexpensively substitute for the convolution layer, and
its translation invariance is another reason why it is so useful in CNN. A translational model signifies that the
location of the object is inconsequential; it will be identified regardless. By incorporating translation invar-
iance into the model, its predictive capability will be significantly enhanced, as it will be superfluous to
provide information regarding the precise position of the object. Consequently, in this case, the maximal
pooling operation is chosen.

4 Experiment and analysis

4.1 Experimental environment

The computer provided by the laboratory is used as the experimental platform. The hardware configuration
and system environment, respectively, of the platform are detailed in Tables 1 and 2.

Table 1: Hardware configuration of the experimental platform

Parameters Configuration

CPU Intel(R) Core i5-750
CPU memory 16G @ 2666 MHz

GPU NVIDIA Geforce GT 710
GPU memory 1TB HDD + 128GB SSD

Table 2: Experimental system environment

Parameters Configuration
Operating system Windows 10
Python version Python 3.6.10
CUDA version CUDA 8.0.61

Deep learning framework PyTorch 1.1




DE GRUYTER Microblog sentiment analysis method using BTCBMA model =—— 9

4.2 Dataset

The experimental data used in this study is the Weibo negative sentiment dataset, a newly self-labeled
collection. The dataset comprises 15 sentiment labels, each containing 20,000 data points, for a cumulative
count of 300,000 items. Comparative experiments are performed in this article on various dataset division
ratios in light of the analysis of conventional textual multi-sentiment classification tasks. In the proportion of
6:2:2, the dataset is partitioned into a training set, validation set, and test set.

In order to verify the validity of the proposed model, we also use a publicly available benchmark
dataset from the following source: https://github.com/SophonPlus/ChineseNlpCorpus/blob/master/datasets/
simplifyweibo_4_moods/intro.ipynb. The simplifyweibo_4_moods data consists of more than 360,000 senti-
ment-labeled Sina Weibo messages, including four sentiments: joy, anger, disgust, and depression, with about
200,000 joy messages and 50,000 anger, disgust, and depression messages. In the ratio of 6:2:2, the benchmark
dataset is grouped into training set, validation set, and test set.

4.3 Evaluating indicator

Here, the accuracy (A) and F1 values are chosen as the evaluation indicators of sentiment classification. By
dividing the sentiment classification results into positive, neutral, and negative, the sentiment classification
task is programmed into three categories of multi-class tasks. Therefore, it can be regarded as three dichot-
omous tasks, i.e., each category is regarded as “positive” and the other two categories are regarded as
“negative.” Then, calculate the three categories A. The formula for calculating the A of each category is as
follows (2):

L+ Iy

- PN 2
h+TIy+ P+ Fy @

where Tp represents the number of samples that the classifier classifies the exception data into exception types,
Ty represents the number of samples that the classifier classifies normal data into normal types, Fp represents
the number of samples that the classifier classifies normal data into attack types, and Fy represents the
number of samples that the classifier classifies abnormal data into normal types.

In multi-class tasks, F1 can be calculated in two ways: Micro-F1 and Macro-F1. Among them, Micro-F1 is
suitable for unbalanced data and Macro-F1 is more suitable for general multi-class tasks. The sentiment
classification task here is three categories. After preprocessing, the proportion of the three types of sentiment
tendency data is as follows: “positive:neutral:negative = 28.41%:50.32%:21.27%,” about 1:2:1, which is not
unbalanced data. Therefore, Macro-F1 is selected as the evaluation index.

Macro-F1 divides the comment text of N classification into N comment text of two classification and then
calculates the F1 of each two classifications. After N F1 are obtained, average them. The specific solution
process is shown in the following equation:

Fl(l) + Fl(z) + Fl(g)

macro_F1 =
3 ®
Flg = DR 195 7
k) P+ R, s 2

where Py is the precision, k is the category, and the calculation process of Py for each category is shown in the
following equation:

TPy

Pp= ——F
K TP, + FPy

@

where Ry is the recall rate. The calculation process of Ry for each category is shown in the following equation:
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TPy
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4.4 Model training

In order to evaluate the efficacy of the model during the experiment, the accuracy of the test set and the Macro-
F1 was chosen. The loss value of the proposed BTCBMA model on the dataset, which was used for both training
and sentiment classification, is illustrated in Figure 7.
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Figure 7: Training loss of the BTCBMA model.

The results in Figure 7 show that the proposed model gradually converges after training for 33 epochs and
completely converges after training for 100 epochs.

The following is an analysis of the impact of convolution kernels. During the experiment, it is ensured that
the other parameters are consistent except for the number of convolution kernels. Generally, when it is 2 to the
n-th power, the GPU parallel computing space can be fully used. By changing it from 16 to 256, we can observe
the most suitable number. Macro-F1 value of the observed results is shown in Figure 8.
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Figure 8: Variation of Macro-F1 under different convolution kernels.

In Figure 8, in the process of increasing the number of convolution cores from 2 to 128, Macro-F1 keeps
rising and the rising rate gradually decreases. When the number of convolution cores further increases,
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Macro-F1 starts to decline, i.e., when the number of convolution cores is 128, the value of Macro-F1 is the
highest, and the model performs at its peak. Therefore, the number of convolution kernels of the model is set
to 128 in the next experiment.

In the BTCBMA model, each Epoch will contain all the operations required for training. Theoretically, the
more training rounds, the greater the A of the model. However, when the number of training rounds has
reached a certain limit, the problem caused by our use of over-fitting will greatly reduce its A and may also
seriously affect the computer’s operational efficiency. So, we hope to adjust and replace the number of Epoch

to explore and verify whether we have used a reasonable number of training times. The experimental results
of A with various number of Epochs are depicted in Figure 9.
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Figure 9: A at different number of Epoch.

In Figure 9, the A will decrease when Epoch increases from 5 to 10. However, after 10 rounds, the A has
been rising rapidly. In the process of increasing Epoch from 25 to 30 times, the test A began to stabilize. When
Epoch reaches 33 times, the A reaches the peak. It is thus verified that the Epoch value of the model is 33 times
in the experiment.

In order to study the value of Dropout, comparative experiments were conducted by setting its value to

different values to observe its effect on the model. The experimental results of Macro-F1 value variation with
the value of Dropout are shown in Figure 10.
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Figure 10: Trends in Macro-F1 values with different Dropout.
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The Macro-F1 value exhibits an upward trend as the Dropout value increases from 0 to 0.2, as depicted in
Figure 10. However, it begins to decline once the Dropout reaches 0.2. Therefore, 0.2 is chosen as the Dropout
value for this experiment.

Based on hyperparameter experiments, in the suggested BTCBMA model, the number of convolutional
kernels parameter is set to 128, Epoch parameter takes the value of 33, and the Dropout value is 0.2.

4.5 Comparative analysis

First, in the word vector coding layer of the model, the Word2Vec and BERT are used to encode the word vector
input. The experimental results of using these two methods as pre-training models are depicted in Table 3.

Table 3: Comparison of experimental results with different pre-training models

Pre-training model Model A (%) Macro-F1

Word2Vec Word2Vec + BiLSTM 70.36 0.6983
Word2Vec + TextCNN 74.22 0.7256
Word2Vec + TextCNN + Attention 83.49 0.8224

BERT BERT + BiLSTM 72.68 0.7135
BERT + TextCNN 80.46 0.8021
BTCBMA (ours) 93.45 0.9246

In Table 3, when Word2Vec is used as the word vector encoder, the model with the best sentiment
classification effect is Word2Vec + TextCNN + Attention, its A is 83.49%, and Macro-F1 is 0.8224. When BERT
is used as a word vector encoder, the best sentiment classification model is the BTCBMA model proposed. Its A
is 93.45% and Macro-F1 is 0.9246, which is 9.96% and 0.1022 higher than Word2Vec + TextCNN + Attention,
respectively. The superior capability of the BERT pre-training model to extract features from the input text is
evident. Using BERT can not only obtain more comprehensive information about the meaning, between words
and between sentences of each word, but also dynamically adjust the word vector context information to
obtain a more comprehensive word vector representation.

To verify the effectiveness of microblog sentiment analysis using BTCBMA in Spark big data environment
proposed in this study, two comparative experiments are designed. The methods were also compared and
analyzed with those in the literature [28,29] and [30]. The sentiment classification A and Macro-F1 obtained
using different methods under different datasets are shown in Table 4 and Figure 11.

Table 4: Sentiment classification results of different methods with different datasets

Dataset Method A (%) Macro-F1

Self-built dataset BTCBMA (ours) 93.45 0.9246
Ref. [28] 88.46 0.8746
Ref. [29] 82.31 0.8132
Ref. [30] 84.65 0.8359

Benchmark dataset BTCBMA (ours) 95.34 0.9435
Ref. [28] 91.74 0.9046
Ref. [29] 90.65 0.8925

Ref. [30] 88.15 0.8776
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Figure 11: Sentiment classification results of different methods: (a) self-built dataset and (b) benchmark dataset.

In Figure 11, the bar graph represents A and the line graph represents Macro-F1 values. In both Table 4 and
Figure 10, the proposed sentiment analysis method outperforms the other methods under different datasets. In
the self-constructed dataset, A and Macro-F1 reach 93.45% and 0.9246, respectively, which is at least 4.99% and
0.05 improvement compared to other existing methods; in the benchmark dataset, A and Macro-F1 reach
95.34% and 0.9435, respectively, which is at least improved by at least 3.6% and 0.0389. BTCBMA adopted in this
study integrates BERT, TextCNN, BiGRU, and M-HA. Compared with Refs [28-30] methods, it can more com-
prehensively extract semantic information from comment data. Using BERT, the inability of the comparison
method to resolve the issue of word polysemy can be remedied. It is possible to extract local features in text
data more effectively than CNN using the minimum granularity of TextCNN, which is determined by the
words. Additionally, the issue of BILSTM operating too slowly can be resolved by employing BiGRU. This
not only facilitates the complete learning of contextual semantic connections in text data, but also enhances
the model’s execution speed. In conclusion, the M-HA algorithm was employed to allocate weights to distinct
features, thereby emphasizing critical features while disregarding irrelevant feature data. This implementa-
tion successfully enhanced the precision of sentiment analysis in Weibo comments.

In order to further explain the importance and difference of each part of the model, the ablation experi-
ment is carried out for the BTCBMA model proposed. The simulation analysis is carried out for BERT-TextCNN
(BTC), BERT-TextCNN-BiGRU (BTCB), BERT-TextCNN-Multihead-Attention (BTCMA), and BTCBMA models,
respectively. The ablation experiment results of the proposed BTCBMA are listed in Table 5.

The results presented in Table 5 demonstrate that the A and Macro-F1 values for a single BTC model are at
their minimum, while the performance of the BTCMA and BTCB models surpasses that of BTC. These results
suggest that the implementation of BiGRU or M-HA can significantly enhance the accuracy of sentiment
classification and the overall performance of the model. The results indicate that the performance of the
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Table 5: Ablation experiment results of BTCBMA

Model A (%) Macro-F1
BTC 80.46 0.8021
BTCB 85.28 0.8438
BTCMA 86.47 0.8592
BTCBMA (ours) 93.45 0.9246

BTCMA model is marginally superior to that of the BTCB model, suggesting that the enhancement introduced
by the BiGRU is more substantial than that of the M-HA model. When both are simultaneously incorporated
into the model, the A and Macro-F1 values of the BTCBMA model are at their maximum. This indicates that the
model exhibits the highest level of efficacy in sentiment classification. It is capable of harnessing the benefits of
both BiGRU and M-HA in order to significantly enhance performance.

5 Conclusions

In view of the inaccuracy of current sentiment analysis methods for microblog texts, which cannot classify
sentiment accurately, a microblog sentiment analysis method based on the BTCBMA model in Spark big data
environment is proposed. Compared with existing methods, it can more comprehensively extract semantic
information from comment data. Using BERT, the inability of the comparison method to resolve the issue of
word polysemy can be remedied. It can extract local features in text data better than CNN by using the minimum
granularity of TextCNN based on words, and by using BiGRU, it is possible to circuamvent the issue that BiLSTM
operates too slowly. In addition to acquiring a comprehensive understanding of the contextual semantic relation-
ships within textual data, it also enhanced the model’s execution speed. In conclusion, the M-HA was employed to
allocate weights to distinct features, thereby emphasizing critical features while disregarding irrelevant feature
data. This implementation successfully enhanced the accuracy of sentiment analysis in Weibo comments.

There are still certain areas where the research presented in this study could be improved. For instance,
the BERT pre-training model used in this study is excessively large and requires a performance enhancement.
In addition, the sentiment classification in this study focuses on the three-classification task, and the classifica-
tion granularity is coarse, belonging to the conventional “negative,” “positive,” and “neutral” sentiment
classifications; however, the sentiment categories are rich, and there are two categories of sentiment labels
under “positive” and “negative.” However, the emotion categories are rich and include more detailed and
diverse emotions under the “positive” and “negative” emotion labels, such as “happy, excited, angry, sad.”
Future work will focus on further investigating how the emotion labels of “negative,” “positive,” and “neutral”
emotions can be combined with the emotion labels of “happy, excited, angry, sad.” Subsequent research will
concentrate on expanding the suggested method to encompass multi-categorization and fine-grained classifi-
cation challenges, with the aim of more accurately representing the sentiments and inclinations of Internet
users during an abrupt or trending occurrence.
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