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Abstract: Speech recognition plays an important role in human—-computer interaction. The higher the
accuracy and efficiency of speech recognition are, the larger the improvement of human—-computer inter-
action performance. This article briefly introduced the hidden Markov model (HMM)-based English speech
recognition algorithm and combined it with a back-propagation neural network (BPNN) to further improve
the recognition accuracy and reduce the recognition time of English speech. Then, the BPNN-combined
HMM algorithm was simulated and compared with the HMM algorithm and the BPNN algorithm. The results
showed that increasing the number of test samples increased the word error rate and recognition time of the
three speech recognition algorithms, among which the word error rate and recognition time of the BPNN-
combined HMM algorithm were the lowest. In conclusion, the BPNN-combined HMM can effectively recog-
nize English speeches, which provides a valid reference for intelligent recognition of English speeches by
computers.
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1 Introduction

With the development of computer technology and virtual reality, people’s lives have become increasingly
convenient, but the emergence of computer-related industries also means that human-computer interac-
tion has become more frequent [1]. Human—computer interaction can take various forms, including directly
inputting commands of texts, images, and facial expressions, among which the easiest and most direct way
is voice commands. When using speech for human—-computer interaction, the computer needs to “under-
stand” the speech and convert it to the corresponding text through speech recognition technology [2].
However, for speech consisting of plural words, the recognition difficulty is greatly increased because the
number of speech features increases on the one hand. On the other hand, the pronunciation habits of the
speech signal providers vary when speaking long speeches, so there will be differences at different times
and in different environments even if the same person speaks the same speech [3]. These differences do not
affect people, but for computers, they can interfere with speech recognition. Therefore, a large number of
training samples are needed to build acoustic models for speech recognition. Kim and Stern [4] proposed a
feature extraction algorithm and found through experiments that the speech recognition accuracy under
this method was significantly improved. Watanabe et al. [5] proposed an automatic speech recognition
algorithm and verified the effectiveness of the method through experiments. Sun et al. [6] introduced an
unsupervised deep domain adaptive (DDA) acoustic modeling method. The method learned two
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discriminative classifiers using a deep neural network (DNN), and speech recognition experiments on
noise/channel distortion and domain shift verified the effectiveness of the method. Bhatt et al. [7] put
forward to improve the monophone-based Hindi connected word speech recognition model with a hidden
Markov model (HMM) and found that the improved recognition model gave better results. Yavuz and Topuz
[8] designed and implemented a speaker-related, phoneme-based Turkish word recognition system and
experimentally verified the recognition accuracy of the system for Turkish words. Lee et al. [9] proposed an
improved HMM-based adaptive method for low-frame rate speech recognition and found through experi-
ments that the method could obtain better recognition accuracy. Veisi and Mani [10] combined the deep
brief network used for extracting speech signal features and the deep bidirectional long short-term memory
with a connectionist temporal classification output layer. They found that the deep neural network could
improve recognition performance. Kuanyshbay et al. [11] suggested a method that takes a pretrained model
of the Russian language and applies its knowledge as a starting point to a new neural network structure for
the automatic recognition of Kazakh speech. The results showed that the pretrained neural network had
better recognition performance than the non-pretrained one. This article briefly introduced the HMM-based
English speech recognition algorithm and combined it with a back-propagation neural network (BPNN) to
further improve the recognition accuracy and reduce the recognition time for English speeches. Then, a
simulation experiment was carried out on the BPNN-combined HMM algorithm, and it was compared with
HMM and BPNN algorithms.

2 English speech recognition algorithm

2.1 HMM-based English speech recognition

When speech recognition technology is applied, it is generally divided into two stages: the training stage
and the recognition stage. There are various types of speech recognition algorithms, but the process of
recognizing speech is preprocessing the original speech signal, extracting signal features, training with
features (matching calculation), and recognizing results.

The training process of the HMM [12] used in this article is shown in Figure 1.
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Figure 1: The training process of HMM.

® The original speech signal is input and preprocessed. The purpose of preprocessing is to convert the
original continuous speech analog signal into a discrete speech digital signal [13] and remove some of the
interference in the original signal. The speech analog signal is converted into a digital signal using sam-
pling and quantization, and the digital signal is windowed using the Hamming window [14]. The corre-
sponding equation is expressed as follows:

Sw(n) = s(n) x w(n),
0, else,

) @

win) = 1),OsnsN—l,

0.54 — 0.46 Cos( m
N

where S,,(n) is the speech digital signal after windowing, s(n) is the original speech digital signal, w(n) is the
window function, and N is the length of the digital signal.
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@ Features are extracted from the preprocessed speech signal. This article adopted the Mel-frequency
cepstral coefficient (MFCC) [15] to extract the signal features. The related equations are as follows:
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where Y(k) is the frequency domain signal after a fast Fourier transform, y(n) is the time domain signal of
the Mel frequency of English speeches, k is the serial number of the sampling point of the time domain
signal when converting the time domain signal to the frequency domain signal, up to N, n is the time
sampling point of the time domain signal, P(w) is the instantaneous energy of Y(k), H,,(k) is the frequency
response of the triangular filter, m is the serial number of a triangular filter in a set, up to M, f(m) is the
center frequency of the mth triangular filter in a set of triangular filters, c(l) is the L-order MFCC feature
parameter, and S(m) is the energy spectrum function of the frequency domain signal after the filtering
process.

(® The HMM is trained using the MFCC features of the digital signal, and the mathematical model of the
HMM is expressed as follows:
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where M is the HMM, S is the set of hidden states of the HMM, O is the set of observation vectors, A is the set
of jump probabilities of the hidden-state self-hop and next-hop, B is the probability density of the observed
values, m is the probability value of the state initialization of the HMM, a; is the transition probability of
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transforming from state i (hidden state s,_; at time ¢ — 1) to state j (hidden state s, at time ¢), and b;;(0) is the
state probability of the output [16].

® It is seen from the mathematical model of the HMM, for a given observation sequence O, that the
hidden-state S is also fixed, and the values of A, B, and m are unique, i.e., a;, b;;(0), and  determine the
HMM. The iterative adjustment is performed on ay, b;(0), and 7 to make the output probability P(O|M) of O
maximum. The formula is expressed as follows:

£ j) = a(D)azb;j(0441)B;,,(J)
Ty Y aagh(0r)B,, ()
DY ACY))
D YRY0)
P N) @)
b= —or
Yo

i = Y (@)

L aDB)
)= ———0
Y a(BG)

where dj, Bjk, and 73; are the parameters after one iteration, a,(i) and f,(i) are the forward and backward
probabilities, &,(i, j) is the probability of being in the state i at time t and being in the state j at time t + 1, and
¥(i) is the probability of being in the state i at time ¢.

® After iteration, whether the HMM satisfies the condition of terminating iteration is determined. If it
does, the iteration stops, the parameters of the HMM are output, and the model and the corresponding speech
feature data are stored in the speech reference template library; if it does not, it returns to step @ for iteration.

2.2 The BPNN combined HMM algorithm for recognition

The basic principle of the HMM for speech recognition is based on the statistics of training samples, i.e., the
model estimates the hidden state through directly observed sample data; therefore, the established model
will not fit the actual states completely and may produce recognition errors in the practical application. In
short, the HMM has a strong modeling ability for speech samples but is weak to classify data using
modeling, especially when facing a large number of samples [17].

In addition to using the HMM for speech recognition, deep learning neural networks are also used for
speech recognition. Deep learning neural networks have the advantages of strong adaptive ability and
stronger prediction accuracy with the help of the laws of deep mining. In addition, they can process a large
amount of sample data in parallel, i.e., it has more advantageous for big data classification.

The advantage of neural networks in classifying big data can make up for the weakness of HMM in
classifying data. First, English speech samples were modeled using an HMM. Then, the English samples
were decoded by Viterbi decoding using the established model to obtain the cumulative output probability
of the state changes of English speech samples. The cumulative output probability was taken as the input to
train a BPNN. The specific process is shown in Figure 2.

® The original English speech signals were postpreprocessed for MFCC feature extraction.

® The parameters in the HMM were iteratively adjusted using the MFCC features of the English speech
signals until the termination condition was satisfied.

The aforementioned two steps are HMM modeling for English speech samples. The specific steps and
the formulas used are consistent with the training steps of the HMM in Section 2.1, and hence, they are only
briefly described here.

(® After model training, the English speech signals were decoded by Viterbi decoding to obtain the
cumulative output probability of state changes of the English speech signals.
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Figure 2: Basic flow of the BPNN-improved HMM algorithm for English speech recognition.

(® The parameters of the BPNN were initialized, and the cumulative output probability of state changes
of the English speech signals were input.

® The cumulative probability was calculated layer by layer in the hidden layer of the BPNN by the
following formula:

a= f(zwxi - /3), (5)

where x; is the cumulative output probability of state changes of the input English speech samples, a is the
output of every layer, f is the adjustment term of every layer, f(-) is the activation function [18], and w is the
weight between layers.

® The result obtained after layer-by-layer calculation was compared with the actual result of the
English speech samples, and the cross-entropy was used as the error between the two results. Whether
the error met the requirement, i.e., it converged to stability or iterations reached the set number, was
determined. If it did not, the weight parameter in the hidden layer was adjusted reversely, and step ®
was repeated; if it did, the training stopped, and the results were output.

The basic process of using the trained BPNN-combined HMM algorithm for English recognition is similar
to the training process, but the repeated adjustment of internal parameters is not needed. First, the cumu-
lative output probability is obtained by decoding the English speech samples using Viterbi decoding. Then,
the cumulative probability is calculated layer by layer in the trained BPNN to obtain the recognition result.

3 Simulation and analysis

3.1 Experimental environment

The test configurations were Windows 7 system, 17 processor, and 16 G memory.

3.2 Experimental data

English speech data were crawled from the Internet [19], and 10,000 speeches with clean and standard
pronunciations were selected, of which 90% were used as the training set and 10% as the test set. The
sampling rate was set as 16 kHz, and 16-bit encoding was used. Some sentences were as follows:
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® It’s a nice day today;
® How can I get to the airport, please;
(® Wha'’s the price of this product

3.3 Experimental setup

The design of structural parameters for the HMM is as follows: the number of states of the speech samples
was set as 6 by orthogonal comparison experiments, and the number of possible observations for every
state was 4. The initial state distribution transition matrix is given as follows:

0307 0 0 O O

0 0307 0 0 O
1o o0 0307 0 o
A= 0O 0 0 0307 O ©)
0 0 0 0 0307
0 0 0 0 0 1

The relevant parameters of the BPNN are set as follows according to the data volume of single detection
and orthogonal experiments. The number of nodes in the input layer was set as 1,024, the number of nodes
in the output layer was set as 512, the number of nodes in the hidden layer was set as 2048, the learning rate
was set as 0.2, and the error threshold was set as 107"

To verify the performance of the BPNN-improved HMM algorithm, it was compared with the HMM
algorithm and the BPNN algorithm.

The recognition performance of the three speech recognition algorithms was compared under the
different number of test samples. In addition, Gaussian white noise was added to the test set containing
1000 samples to compare the performance of the speech recognition algorithms for test samples with
different signal-to-noise ratios and to test the anti-interference abilities of the three recognition algorithms.

3.4 Evaluation indicators

The results obtained after recognition by the speech recognition algorithms were evaluated by the word
error rate [20], and the calculation formula is:

WER = X*}_# « 100%, @)

where X is the number of substituted words, Y is the number of deleted words, Z is the number of inserted
words, and P is the total number of words.

3.5 Experimental results

Figure 3 shows the word error rates of the three speech recognition algorithms under different numbers of
test samples. Figure 3 shows that the word error rate of all three speech recognition algorithms tended to
decrease and eventually tended to be gentle as the number of test samples increased.

Figure 3 shows that the word error rate of the BPNN-improved HMM algorithm for English speech
recognition was always lower than that of the other two recognition algorithms; the word error rate of the
BPNN algorithm was higher than that of the HMM when the number of test samples was less than 400, and
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Figure 3: Word error rates of three speech recognition algorithms under different number of test samples.

the word error rate of the HMM algorithm was higher than the BPNN algorithm when the number of test
samples was more than 400.

Figure 4 shows the time consumption of the three speech recognition algorithms for speech recognition
under the different number of test samples. Figure 4 shows that as the number of test samples increased, the
time required by all three recognition algorithms increased. When the number of test samples was less than
400, the recognition time of the three algorithms was relatively close; when it exceeded 400, the gap
between the recognition time of the three algorithms became larger, and the increased amplitude also
increased. Overall, the HMM algorithm had the longest recognition time, the BPNN had the second-longest
recognition time, and the BPNN-improved HMM algorithm had the lowest recognition time under the same
number of test samples.

Recognition time/s

100 200 300 400 500 600 700 800 900 1000

Number of test samples

—eo— HMM —e— BPNN BPNN-improved HMM

Figure 4: Recognition time consumption of three speech recognition algorithms under different number of test samples.

Figure 5 shows that the word error rate of all three recognition algorithms tended to decrease as the
signal-to-noise ratio of the speech signal increased, which meant that the smaller the noise interference
was, the lower the word error rate was. Under the same signal-to-noise ratio, the HMM algorithm had the
highest word error rate for speech recognition, followed by the BPNN algorithm and the BPNN-improved
HMM algorithm.

Figure 6 shows that the recognition time of the three speech recognition algorithms reduced as the
signal-to-noise ratio increased. The reason for the aforementioned result is that when the signal-to-noise
ratio was higher, there was less interference in the speech signal, and the algorithm was less hindered in
recognition. Under the same signal-to-noise ratio, the HMM algorithm had the longest recognition time,
followed by the BPNN algorithm and the BPNN-improved HMM algorithm.
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Figure 5: Word error rates of three speech recognition algorithms under different signal-to-noise ratios.

I

Signal-to-noise ratio/dB

650

Recognition time/s

10 20

» HMM BBPNN » BPNN-improved HMM

Figure 6: Recognition time consumption of three speech recognition algorithms under different signal-to-noise ratios.

4 Discussion

The recognition of English speech can be considered an important part of intelligent computer interaction.
The computer itself cannot understand speech directly and needs to process it before recognition. Some
studies on speech recognition are as follows. Aizawa et al. [21] studied a many-to-many voice conversion
technology, whose basic principle is to recognize voice with HMM and regard the recognized phoneme
sequence as the label of speech synthesis. The final experimental results showed that the system could
effectively realize voice conversion. Lee and Jean [22] put forward a high-order hidden Markov model for
piecewise linear processes and a parameter estimation method based on the expectation-maximization
algorithm and found that the method could reduce the recognition error rate compared to the baseline
hidden Markov model. This article recognized English speech with HMM and improved HMM with the BPNN
algorithm to make up for the disadvantage of weak big data classification performance. Then, simulation
experiments were performed on the HMM, BPNN, and improved HMM algorithms. With the increase of test
samples, the word error rate of the three speech recognition algorithms gradually decreased, and the
recognition time increased. The reason for the decreased word error rate is that the increase in the number
of test samples led to an increase in the number of correct recognition. Why the decrease of the word error
rate tended to be stable is because the number of samples wrongly recognized increased. The reason for the
increased recognition time is that the increase in the number of test samples increased the burden of the
algorithms, and the number of samples that could be recognized by the algorithms in unit time was limited.

Under the same number of samples, the improved HMM algorithm consumed less time in recognition
than the other two algorithms. The reasons are as follows. The improved HMM algorithm rapidly extracted
speech features with HMM and recognized features with BPNN that have advantages in parallel processing



724 —— Yinchun Chen DE GRUYTER

of big data. The HMM algorithm, despite its advantages in fast modeling, was not good at the classification
and the identification of big data. Although the BPNN algorithm could process big data in parallel, it did not
have the ability to extract speech features. The improved HMM algorithm combined the advantages of BPNN
and HMM algorithms, so that it could rapidly obtain accurate speech features and process a large amount of
data in parallel to realize rapid classification and recognition of speech.

Under the interference of Gaussian white noise, the word error rate and recognition time of the three
algorithms decreased as the noise interference level decreased. The reason why the word error rate
increased is that the existence of noise interfered with speech features. The reason for the increased
recognition time is that the speech features mixed with the noise made recognition more difficult. As
described earlier, the improved HMM algorithm used a BPNN to classify and recognize speech after
extracting speech features with HMM. BPNN not only was good at processing big data in parallel but
also could mine the hidden rules from data; thus, it could reduce the influence of interference in speech
features mixed with noise. Therefore, the word error rate and recognition time of the improved HMM
algorithm were the lowest.

5 Conclusion

This article briefly introduced the HMM-based English speech recognition algorithm, combined it with the
BPNN algorithm to further improve the recognition accuracy and reduce the recognition time, simulated the
BPNN-combined HMM algorithm, and compared it with HMM and BPNN algorithms. The results are as
follows. With the increase in the number of test samples, the word error rate of the three speech recognition
algorithms decreased gradually, and the recognition time increased. Under the same number of test sam-
ples, the HMM algorithm had the highest word error rate and longest recognition time, followed by the
BPNN algorithm and the BPNN-improved HMM algorithm. As the signal-to-noise ratio of test samples
increased, the word error rate and recognition time of all the three recognition algorithms for speech
recognition decreased. Under the same signal-to-noise ratio, the HMM had the highest word error rate
and longest recognition time for speech recognition, followed by the BPNN algorithm and the BPNN-
improved HMM algorithm.

This article improved HMM with the BPNN algorithm. The improved recognition algorithm used HMM to
model speech quickly and extract features, while the BPNN algorithm processed the extracted features in
parallel to quickly classify and recognize English speech. The subsequent experiments verified the effec-
tiveness of the improved algorithm, providing an effective reference for intelligent computer recognition of
English speech. The limitation of this article is that the speech samples used were mostly pure samples and
were only added with white noise to test the anti-interference ability of the algorithm, but the recognition
performance of the speech recognition algorithm for samples with unclear pronunciation is not tested. The
future research direction is to improve the recognition performance of the speech algorithm for speech with
unclear pronunciation.

Conflict of interest: The author declares no conflict of interest.
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