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Abstract: Two analyzes of Spark engine performance strategies to implement the Spark technique in a
matrix distributed computational algorithm, the multiplication of a sparse multiplication operational test
model. The dimensions of the two input sparse matrices have been fixed to 30,000 x 30,000, and the
density of the input matrix have been changed. The experimental results show that when the density
reaches about 0.3, the original dense matrix multiplication performance can outperform the sparse-sparse
matrix multiplication, which is basically consistent with the relationship between the sparse matrix multi-
plication implementation in the single-machine sparse matrix test and the computational performance of
the local native library. When the density of the fixed sparse matrix is 0.01, the distributed density-sparse
matrix multiplication outperforms the same sparsity but uses the density matrix storage, and the accelera-
tion ratio increases from 1.88x to 5.71x with the increase in dimension. The overall performance of dis-
tributed operations is improved.
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1 Introduction

In recent years, with the development of communication technology, especially the rapid development of
mobile, internet, video, voice, image, and other data are growing rapidly [1]. In order to dig deeper into the
value contained in the massive data, Click-Through-Rate estimation, recommendation algorithm, image
recognition technology, speech recognition technology, etc., are widely used. With the widespread appli-
cation of these algorithms on large-scale data, the computing power of the existing single machine is
limited by the bandwidth and the limited computing power of a single CPU, and hence, it can no longer
meet the needs of massive data processing. Matrix operations are a basic mathematical tool, and are the
foundation of many machine learning and data mining algorithms, commonly used matrix operations have
high algorithm complexity [2]: for example, matrix multiplication commonly used in deep learning, matrix
factorization commonly used in natural language processing and recommendation systems, etc. Massive
data promote the rapid development of various parallel algorithms, especially the wide application of
Hadoop ecosystem, parallel algorithms based on the Hadoop ecosystem are constantly emerging [3]. The
use of traditional methods on general computers cannot solve large-scale numerical calculation problems,
massive data promote the rapid development of various parallel algorithms [4]. Initially, parallel com-
puting required a dedicated computer system, such as parallel vector processing machines, massively
parallel processor, and distributed shared memory processor. These dedicated computer systems are
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expensive and not suitable for large-scale use. With the continuous improvement in workstation perfor-
mance and the declining price, there are also high-speed and cheap networks constantly appearing, and
the use of ordinary workstations to form a cheap parallel computing system appeared [5]. This system can
make full use of the resources of each workstation, unified scheduling processor, and realize efficient
parallel computing. In this kind of workstation cluster, users need to explicitly send and receive messages
to achieve data exchange between processors, call it messaging. Based on this, parallel programming
environment, MPI4, appeared in the 1990s, it is a standard for messaging interface used to develop parallel
computing programs based on message passing, its purpose is to provide users with a portable, practically
usable, and efficient messaging interface library. Xiong et al. proposed a new generation of parallel com-
puting framework, Spark. As shown in Figure 1, the framework is dedicated to proposing a unified pro-
gramming model, providing a better programming interface, at the same time, supporting batch jobs,
interactive jobs, iterative jobs, and stream processing jobs. While providing performance comparable to
proprietary systems, it can also reduce learning costs and maintenance costs [6].

‘ Spark SQL‘ ‘ Spark Streaming ‘ ’ Spark MLIlib ‘ ‘GraphX ‘

’ Spark Core ‘

‘ Standalone Scheduler ‘

Figure 1: The Spark system component diagram.

2 Literature review

Heidari and others believe that MapReduce implements Shuffle in order to reduce memory usage, extensive
use of external sorting to achieve the aggregation of Value of the same Key, and there will be a lot of disk 10
operations [7]. Wang and others proposed a new data abstraction resilient distributed dataset (RDD), which
reduced disk IO and brought a huge performance improvement. Spark can also make full use of the various
resources already in the Hadoop ecosystem, no technology stack migration is required. RDD is an immu-
table, partitioned, distributed, and abstract distributed data collection [8].

Guo et al. examined the performance bottleneck of MLlib (ML’s official Spark package) in detail,
focusing on its implementation of stochastic gradient descent (SGD) under the training of multiple ML
models. We prove that the performance disadvantage of Spark is caused by implementation problems, and
the Spark performance can be significantly improved by utilizing the famous “model averaging” (MA)
technology in distributed ML. Further, the application of MA in training a potential Dirichlet allocation
(LDA) model in Spark is demonstrated. Not intrusive, only a small amount of development work. The results
of the experimental evaluation show that the MA-based SGD and LDA versions are several orders of
magnitude faster than the similar versions without the MA [9].

SparkBLAST, a distributed parallel BLAST method, was designed based on the big data technology
Spark, by Wang et al. Under the memory computing framework Spark, SparkBLAST identifies the sequence
alignment task, divides the sequence dataset, and compares the sequence data. The Apache Hadoop YARN
is used for task scheduling and resource allocation. Finally, the SparkBLAST was experimentally compared
with an independent BLAST. It is shown that the SparkBLAST achieves an acceleration ratio of 3.95 without
sacrificing accuracy. That is, SparkBLAST is computationally more efficient than independent BLAST. The
results provide an efficient sequence alignment tool for bioinformatics researchers [10].

In cloud computing and big data systems, delayed detection and manual resolution of performance
anomalies can result in performance violations and financial penalties. Based on this, Alnafessa et al.
proposed an anomaly detection method based on artificial neural network, which is applicable to The
Apache Spark memory processing platform. Apache Spark is widely used in the industry due to its high
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speed and versatility. However, there is still no comprehensive performance exception detection method
applicable to this platform. Alnafessa et al. proposed a method driven by artificial neural network to rapidly
filter Spark log data and operating system monitoring indicators, and accurately detect and classify
abnormal behaviors based on the characteristics of Spark elastic distributed dataset. The method is eval-
uated using three popular machine learning algorithms, decision trees, nearest neighbors, and support
vector machines, as well as four variables that consider different monitoring datasets. The results show that
this method is superior to other methods, usually achieving 98—-99% F scores, and provides higher accuracy
than other techniques in detecting the period and type of anomaly occurrence [11].

Compared with traditional statistical methods, machine learning algorithms have been widely used in
load forecasting to obtain better accuracy. However, with the huge growth of data scale, complex models
need to be established, which requires a big data platform. By maximizing the effective utilization of cluster
nodes, available computing resources can be optimized and utilized efficiently. In the process of smart grid
big data, parallel computing is needed to realize the optimal utilization of resources. Zainab et al. carried
out experiments on load prediction in multi-AMI environment by using master-slave parallel computing
mode. A parallel job scheduling algorithm based on Apache Spark in multi-energy data source environment
is proposed. An efficient Spark job submission resource utilization strategy is proposed to reduce job
completion time. The optimal value of the cluster clusters the data to reduce the computation time.
Multiple tree-based machine learning algorithms were tested for parallel computation to evaluate perfor-
mance with tunable parameters on real datasets. Three years of real data from 1,000 distribution transfor-
mers in Spain were used to demonstrate the trade-off between accuracy and processing time of the
method [12].

Data reduction or summarization techniques allow for a reduced representation of a dataset that has a
much smaller collective volume but closely preserves the integrity of the original data. Clustering hier-
archical clustering algorithm has little advantage in summarizing data. It can be as simple as generating a
specific level of summary (in the form of a clustering pattern) with a simple tweak, or it can be paralyzed.
Apache Spark is a data processing framework that can quickly perform processing tasks on very large
datasets. It is a standard tool for analyzing big data. In terms of data processing, Spark can distribute data
processing tasks across multiple machines. Spark runs on the DISTRIBUTED File System (HDFS) and YARN
(Resource Management) of Hadoop to access HDFS files and efficiently utilize network resources. In order to
achieve high performance and scalable data analysis technology in the Spark environment, the cost of
phase conversion, narrow conversion, and wide conversion, I/0, and network must be considered. Moertini
and Ariel developed a data summarization technique using clustering algorithms on Spark. To avoid bias in
the results, records in a given big data are randomly divided into bags of datasets stored in elastic RDD
partitions on the work machine. To reduce network and I/O costs, an extensive transformation is adopted
that involves data transformation across the network. In addition, RDD partitions are then processed locally
to generate cluster patterns from work tasks. Functions with complex calculations are designed as Spark
parallel tasks. We ran a series of experiments on a Spark cluster by varying data sizes (5-20 Gb), machine
kernel usage (10-50), and application variables (data split and Max object/tree). The results showed that
the method is scalable and effective. Execution time is largely determined by parallel tasks running locally
on the worker [13].

Clustering is one of the most important unsupervised machine learning tasks. It is widely used in
intrusion detection, text analysis, image segmentation, and other problems. Subspace clustering is the
most important method in high dimensional data clustering. In order to solve the clustering problem of
parallel subspaces of high-dimensional big data, Xiao and Hu proposed a parallel subspace clustering
(PSubCLUS) algorithm based on Spark, inspired by the classical subspace clustering algorithm, SubCLU.
Spark is the most popular parallel processing platform for big data. PSubCLUS uses the RDD log base
provided by Spark for distributed storage. The two main execution stages of the algorithm, one-dimensional
subspace clustering and iterative clustering, can be executed in parallel at each working node of the cluster.
PSubCLUS also uses a repartitioning approach based on the number of data points for load balancing.
Experimental results show that PSubCLUS has good parallel acceleration and ideal load balancing effect,
and is suitable for solving the clustering problem of parallel subspace of high-dimensional big data [14].
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Spark is a more efficient distributed big data processing framework following Hadoop. It provides users
with more than 180 adjustable configuration parameters, and it is a challenge to automatically select the
optimal configuration to make the Spark application run efficiently. The key to solving these problems is the
ability to predict the performance of Spark applications in different configurations. Cheng et al. proposed a
new adaboost-based approach that can efficiently and accurately predict the performance of a given
application with a given Spark configuration. Adaboost is used to build a set of performance models for
Spark at the stage level. The proposed approach was evaluated on six typical Spark benchmarks with five
input datasets. Experimental results show that the prediction error and cost of the proposed method are less
than those of the previous method [15].

RDD only supports coarse-grained operations, and does not support fine-grained operations, for
example, RDD does not support updating one of its elements.

In the optimization of dense matrix multiplication, this article optimizes the call method of local native
library to reduce frequent data transmission and improve the degree of operation concurrency. Based on the
existing conversion method between the distributed block matrix and row matrix in Spark, a more efficient
conversion method is proposed, and some system components of Spark are further modified to provide
operators to reduce the data disk read and write load in the matrix multiplication join step. Through these
optimizations, the overall performance of dense matrix multiplication is significantly improved.

3 Method

3.1 Analysis of two execution strategies based on Spark execution engine

Matrix A with the dimensions m x n contains M;, x K}, sub-blocks, and matrix B with dimensions n x k,

contains Kj, x Ny, sub-blocks.

(1) Reuse methodology manual (RMM): In the RMM execution strategy, there is only one shuffle step. In
order to get the final result matrix C, input sub-matrix blocks A; and By ; need to generate multiple
copies. In the flatMap phase of RMM, each sub-block of matrix A needs to generate N}, copies, similarly,
each sub-block of matrix B needs to generate My, copies, the amount of data that needs to be shuffled at
this stage is Np|A| + My|B|. Perform multiplication between sub-blocks in the reduceByKey stage of
RMM, unlike Competency of Project Management Model (CPMM), at this time, M}, X N}, tasks can be
executed at the same time, and each task needs to perform Kj, sub-block matrix multiplications in series
and accumulate to obtain the final sub-block C;j;

(2) CPMM: In this execution strategy, there are two shuffle stages. In the map step of the first shuffle stage,
input matrices A and B are connected by key k and written to disk, aggregating the combination 4;; and
By ; of the sub-block matrix, the data volume of shuffle in this stage is |A| + |B|. The next stage performs
the cross product, namely P,-’fl» = A; By j, since each matrix block has been combined by the key k
connection, therefore, at most Kb tasks can perform matrix multiplication between sub-blocks at the
same time. These intermediate results are then combined according to the key (i, j) to get P,-’f]« ; write to

disk, the amount of data required to mix in this step is K}, |C| is. In the final reduce stage, the final result

matrix C;j = X pi’fi is obtained through the reduceByKey operator. Through the above analysis, it can be
seen that when CPMM performs sub-block matrix multiplication, only K, tasks are executed concur-
rently, in other words, the concurrency is only Kj, the concurrency of RMM can reach My, x N, For the
same matrix size, since the computational cost of accumulating the intermediate result sub-matrix is
much less than performing sub-matrix multiplication, higher concurrency, when the cluster resources
are met, tends to bring better performance [16—18]. So inspired by this, an additional step of accumu-
lating sub-matrices is introduced to greatly increase the concurrency of sub-matrix multiplication. So on
the basis of RMM, an optimized execution strategy Competency of Reuse methodology manual (C-RMM) is
proposed, which is described in detail as follows: In this strategy, there are two shuffle stages, the first
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shuffle stage is similar to RMM, each sub-block matrix in matrix A and matrix B needs to generate N, and
My, copies, respectively, but since there is no need to distribute related A;; and By to the same task in
order to obtain the resulting sub-block matrix C;;, C-RMM can simultaneously exist at most My, x Kj, x N,
tasks to perform sub-block matrix multiplication in parallel. Finally, a shuffle stage is introduced to
accumulate the intermediate results to get the final matrix. In fact, after analysis, we can find that C-
RMM is equivalent to RMM or CPMM in two special situations. When inputting the three dimensions of
matrices A and B, when the latitude k is much smaller than the dimensions m and n, the distribution of
sub-block matrices of matrices A and B can be deduced from M}, x K, x Ny, to M, x 1 X Ny,_ In this situation,
since the dimension k is not divided, therefore, there is no need for an additional shuffle stage to
aggregate and accumulate the intermediate result matrix, therefore, C-RMM and RMM are theoretically
equivalent in this special case. When inputting the three dimensions of matrices A and B, when the
latitude k is much larger than the dimensions m and n, this scenario can be visually depicted as a very flat
matrix A and a very thin and tall matrix B performing multiplication [19-21]. At this time, the distribution
of sub-block matrices of matrices A and B can be deduced from M}, x Ky, x N, to 1 x K}, x 1. In this case,
originally, it is necessary to generate A and B copies of each sub-block matrix in matrix N, and matrix Mj,,
respectively, At this time all are 1, therefore, C-RMM and CPMM are theoretically equivalent in this special
case. In fact, this scenario is very easy to appear in the matrix transpose multiplication (H™-H), especially
when H is a thin and tall matrix. In addition to the above three matrix multiplication execution strategies,
since Spark supports broadcasting variables from the driver side (broadcastvariable) [22-24], when two
matrices are input, and when the scale of one of them is small, the small matrix can be broadcasted,
making each executor node store the small matrix in the process, thus avoiding the shuffle phase, and
reducing the read and write of the disk [25-27]. This strategy is called mapside matrix multiplication
(MapMM; the network transmission overhead of this strategy is the number of executors x min(|A|, |B|).

For the CPMM strategy, on the one hand, increasing Kj, can improve the multiplication concurrency of
the sub-matrix, but on the other hand, the larger the K, more data need to be written to the disk after this
multiplication stage. Because of the shuffle process, a large amount of data writing may cause some threads
to fail to get enough memory, therefore, some data will be spilled to the disk to wait for resource alloca-
tion , these behaviors will cause great pressure on the Java Virtual Machine (JVM) and affect the overall
performance [28-30]. Assuming a 12-node Spark cluster, with each computing node having 16 logic com-
puting cores, then the maximum number of concurrency in the cluster is 192. To facilitate discussion,
suppose the dimensions of the input matrices A and B are the same, in this way, the global shuffle data
volume can be expressed in multiples of |A|. When these three strategies reach the same degree of con-
currency, the global shuffle data volume of the C-RMM strategy is less.

In addition to the above three matrix multiplication execution policies, since Spark supports broad-
casting variables from the driver side (broadcast variable, when the two input matrices are small), the small
matrix can be broadcast to make the small matrix to be stored within each executor node, thus avoiding the
shuffle stage and reducing the read and write of the disk [31,32]. This strategy is called MapMM (matrix
multiplication for map), and the network transmission overhead is The number of executors x min(|A|, |B]).
Each-step cost analysis of the above four strategies is summarized in Table 1.

3.2 Efficient conversion of distributed row matrix and block matrix

For the matrix operation library for machine learning, since the distribution of data can naturally be
expressed as a row matrix, so how to efficiently process the conversion between the distributed row matrix
and the block matrix is particularly important. SparkMLlib emits the original every row vector into a large
number of coordinates in the format of (i, j, v). This will not only bring about twice the unnecessary data
redundancy for data-parallel Spark-like big data systems based on JVM but this method will bring a large
number of small objects in the shuffle phase, frequent disk reads and writes can cause great pressure on the
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system. The additional problem is that after this inefficient conversion, SparkMLIib treats each sub-block
matrix as a sparse matrix, as a result, the subsequent matrix operations cannot call the native library.

As can be seen from Table 1, for CPMM strategy, Kj, is increased on the one hand, improving the
multiplicative concurrency of the submatrices, but on the other hand, the larger the K;,, more data need
to be written to the disk after that multiplicative phase. Because large amounts of data writing during
shuffle may cause some threads to get enough memory, spilling (spill) part of the data to disk for resource
allocation can put great pressure on JVM and affect overall performance. The comparison of the three matrix
multiplication strategies involving shuffle, namely CPMM, RMM, and C-RMM, can be intuitively illustrated
in Figure 2. Assuming the Spark cluster of 12 nodes and 16 logical operation cores per calculation node, the
maximum number of concurrency in the cluster is 192. To facilitate the discussion, let the size of the input
matrices A and B be the same, so that the global shuffle data volume can be expressed by the multiple of |A],
which is the vertical axis of Figure 2, and the horizontal axis represents the concurrency in the sub-block
matrix multiplication phase. From Figure 2, it is intuitive that the three strategies have less global shuffle
data for the C-RMM strategies when reaching the same concurrency.
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g 30+ —A— C-RMM
=
=
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concurrency in the sub-matrices multiplication phase

Figure 2: The shuffle data volume of the three multiplication execution strategies, vs An intuitive comparison of the concurrency
(192 logos in the cluster Q).

4 Results and analysis

4.1 Experimental design and result analysis of distributed sparse-sparse matrix
multiplication operation

First, fix the dimensions of the two input sparse matrices to be 30,000 x 30,000, change the input matrix
density, the performance comparison between sparse matrix multiplication operations and related opera-
tions stored in the dense matrix format and calling local native libraries are done, and the experimental
results are shown in Figure 3. Similarly, the density of the fixed matrix is the usual density of 0.01 in the
recommended system data, and on changing the dimension of the input matrix, the relative performance
comparison chart is shown in Figure 4.

From Figure 3, we can observe the use of C-RMM strategy and optimizing the distributed sparse-sparse
matrix multiplication of the stand-alone matrix library is significantly better than the distributed dense
matrix multiplication using the same execution strategy. For the input of the latter dense matrix, although
the density of the matrix is low, due to the dense matrix storage method, the amount of serialized data for
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Figure 3: The performance of distributed sparse-sparse matrix multiplication varies with matrix density.
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Figure 4: The performance of distributed sparse-sparse matrix multiplication varies with matrix dimensions.

shuffle is still very large. When the density reaches about 0.3, the performance of the original dense matrix
multiplication can be better than the sparse-sparse matrix multiplication implemented in this chapter. This
is also basically consistent with the calculation performance relationship between the implementation of
sparse matrix multiplication and the call of the native library in the stand-alone sparse matrix test. Zhou
et al. presented an improved cost estimate for computing the inverse problem of a univariate polynomial
N x N matrix. A deterministic algorithm with worst-case complexity (N3s)1 + O (1) field operation is proved,
where S >1 is the upper bound of the average column degree of the input matrix. Here the “ +o(1)” in the
exponent indicates the absence of the factor C1 (log ns)c2 for the positive real constants C1 and C2. As an
application, it is shown how to calculate the maximum invariant factor of the input matrix in the field
operation of (nws)1 + O (1), where w is the exponent of matrix multiplication [33]. Figure 4 shows that when
the density of the fixed matrix is 0.01, as the size of the matrix increases, the performance of the imple-
mented distributed sparse-sparse matrix multiplication is far better than the same sparseness; however, the
dense matrix format is used for storage and operation strategy.
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Combining the above two points, it shows that the performance of the design and implementation of
the sparse-sparse matrix is much better than the performance of the original dense matrix to deal with such
problems, especially when the density of the sparse matrix is below 0.3, the advantages are more obvious.

4.2 Experimental design and result analysis of distributed dense-sparse matrix
multiplication operation

First, fix the dimensions of the two input matrices to be 30,000 x 30,000, one of them is a dense matrix,
while the other is a sparse matrix. Change the density of the sparse matrix, multiply dense-sparse matrices,
and store in dense matrix format, and call the relevant operations of the local native library for performance
comparison. The experimental results are shown in Figure 5. Similarly, fix the dense density of the sparse
matrix to 0.01, change the dimension of the input matrix, and the relative performance comparison chart is
shown in Figure 5.
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Figure 5: The performance of distributed dense-sparse matrix multiplication varies with matrix density.

Figure 5 shows the adoption of C-RMM strategy. The distributed dense-sparse matrix multiplication that
optimizes the stand-alone matrix library is obviously better than the distributed dense matrix multiplica-
tion that adopts the same execution strategy. For the input of the latter dense matrix, although the density
of the matrix is low, due to the dense matrix storage method, the amount of serialized data for shuffle is still
very large. When the density reaches about 0.1, the performance of the original dense matrix multiplication
can be better than the implemented sparse-sparse matrix multiplication. This is also implemented with the
dense-sparse matrix multiplication in the stand-alone sparse matrix test and the relationship between the
pros and cons of the computing performance of calling the e native library is basically the same [34,35].

Figure 6 shows that when the density of the fixed sparse matrix is 0.01, as the size of the matrix
increases, the performance of the implemented distributed dense-sparse matrix multiplication is better
than the same sparseness but using the related operations of dense matrix storage, and as the dimension
increases, the speedup has been increased from 1.88x to 5.71x.

This paper confirms the implementation of sparse distribution with high density of sparse matrix
multiplication, and performs the relevant actions using previous comparisons using sparse matrix multi-
plication distribution and density matrix preservation. The experimental results show that when the thick-
ness of dense and sparse distribution is below 0.3, the performance is better than that ofdense and sparse
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Figure 6: The performance of distributed dense-sparse matrix multiplication varies with matrix dimensions.

matrix multiplication; when the sparsity is less than 0.1, the performance of distributed dense-sparse
matrix multiplication is better than that of original dense matrix multiplication.

5 Conclusion

The realization of Spark technology in matrix distributed computing algorithm was proposed, the two
execution strategies based on the Spark execution engine are analyzed, and the conversion of efficient
distributed row matrix and block matrix was analyzed. The distributed sparse-sparse matrix multiplication
operation experiment is designed, and as a result of the experiment, the dimensions of the two input sparse
matrices are fixed to be 30,000 x 30,000, the input matrix density is changed, and the performance of
sparse-sparse matrix multiplication operation stored in dense matrix format and the related operations of
the local native library are compared. The fixed matrix density is the common density 0.01 in the recom-
mended system data, the amount of serialized data for shuffle is still very large. When the density reaches
about 0.3, the performance of the original dense matrix multiplication can be better than the implemented
sparse-sparse matrix multiplication. This is also implemented with sparse matrix multiplication in the
single machine sparse matrix test and the relationship between the pros and cons of invoking the local
native library is basically the same. When the density of the fixed sparse matrix is 0.01, as the size of the
matrix increases, the performance of the implemented distributed dense-sparse matrix multiplication is
better than the same sparseness but using the related operations of dense matrix storage, and as the
dimension increases, the speedup also increases from 1.88x to 5.71x. The performance of the dense-sparse
matrix design and implementation is better than the original performance when the dense matrix is used to
deal with such problems, especially when the density of the sparse matrix is below 0.1, the advantages are
more obvious.

The present work in this article cannot achieve a completely automated distributed matrix partitioning
strategy, and most of the time it depends on the partitioning settings provided by users. These three are
different for different cluster hardware environment, thus affecting the partition of matrix blocks. The next
step could be to introduce machine learning models to train a model that can intelligently select the cutting
method through pre-performance tests.

Conflict of interest: The authors declare that they have no competing interests.
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