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Abstract: With the development of communication and computer technology, the application of big data
technology has become increasingly widespread. Reasonable, effective, and fast retrieval methods for
querying information from massive data have become an important content of current research. This
article provides an image retrieval method based on the weighted nearest neighbor label prediction for
the problem of automatic image annotation and keyword image retrieval. In order to improve the per-
formance of the test method, scientific experimental verification was implemented. The nearest neighbor
weights are determined by maximizing the training image annotation, and experiments are carried out
from multiple angles based on the Mahalanobis metric learning integration model. The experimental
results show that the proposed tag correlation prediction propagation model has obvious improvements
in accuracy, recall rate, break-even point, and overall average accuracy performance compared with
other widely used algorithm models.

Keywords: automatic annotation of images, tag, nearest neighbor weight, relevance prediction, logistic
discrimination, precision, recall rate

1 Introduction

Automatic image annotation is a very important and very active research topic in computer vision research
[1-3], and its goal is to obtain relevant keywords that can predict new images from the annotated vocab-
ulary. The prediction of these keywords can be used to provide tags for images or to provide images for tags
or tag combinations. Retrieval models based on image annotations and keywords mainly use four methods:
the method based on the topic model or the mixed model, the discriminative training methods, and the
nearest neighbor-type model methods. The methods are based on topic models, such as latent Dirichlet
assignment, probabilistic latent semantic analysis, and hierarchical Dirichlet process [4,5]. Inspired by
machine translation [6], the translation method from discrete visual features to annotated vocabulary can
also be understood as a topic model, which uses a topic for each visual descriptor type. The hybrid model
approach is to use a hybrid model determine the joint distribution of image features and annotation labels.
Other models use training images as elements to define a hybrid model of visual features and labels [7,8].
The aforementioned two types of generative models are more or less imperfect, so the label prediction
discriminant model is proposed [9,10]. This type of method learns a separate classifier for each label and
uses these classifiers to predict whether each test image belongs to the image category annotated with each
specific label.
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As the amount of available training data are increasing, local learning techniques are becoming more
and more attractive as a simple and effective alternative to parameterized models. Such techniques include
label diffusion methods based on the similarity map of labeled and unlabeled images or learning a dis-
criminant model of the neighborhood of test images [11]. Johnson et al. [12] proposed a simple specific
nearest-neighbor label transfer mechanism, which also combines images with multiple common labels and
images that do not share any labels by learning a binary classifier, but this linear distance combination does
not get a better result than equal weight combination; Uricchio et al. [13] proposed a label delivery frame-
work based on nuclear canonical correlation analysis, which preserves the correlation between visual
features and text features as semantic embedding. This method can work when the training set can be
well annotated and when the training set is noisy.

The above-mentioned research mainly has two shortcomings: first, the model is usually estimated to
maximize the generation possibility of image features and annotations, which may not be optimal for label
prediction; second, many parameterized models are not enough to accurately capture the complex depen-
dencies between image content and annotations.

Based on the shortcomings of the above research, this article proposes a new improved model of label
correlation prediction — label propagation model. The method is based on the weighted nearest neighbor
method, which predicts labels through the weighted combination of non-appearance/appearance of labels
between neighborhoods. First, the neighbor’s weight is determined according to the neighbor’s rank or
distance, and it is automatically set by maximizing the possibility of annotation in the training image set.
For ranking-based weights, the kth neighbor always receives a fixed weight, while the distance-based
weight decays exponentially with distance; second, the model allows the integration of metric learning,
so that the Mahalanobis metric between image features can be optimized or the cost is less (a combination
of several distance measurements) to determine the neighbor weights of the label prediction task; third, tag
propagation includes a logical discriminant model of specific words. The model uses the label prediction of
the word invariant model as input. It can also increase the probability of label appearance about rare words
or suppress the labels of very frequent words by using exactly two parameters for each word, thereby
significantly increasing the number of recall words (i.e., assigned to at least one test image). In order to
evaluate the model in this article, three data sets are used-Corel 5k, IAPR TC12, and ESP Game, and standard
metrics including accuracy, recall rate, break-even point (BEP), and total average accuracy is used. The
label correlation prediction propagation model proposed in this article is algorithmically optimized.
The target correlation maximization weight is established by calculating distance-based weights, and the
integrated algorithm of metric learning is used to optimize the feature extraction method. This algorithm
model has significantly improved prediction accuracy and recall rate, and the improvement of accuracy and
recall rate has a direct impact on the performance of the BEP and the total average accuracy.

2 Tag correlation prediction-tag propagation model

The goal of this stage is to predict the relevance of image annotation tags and, then based on these correlation
predictions, annotate images by ranking the tags of a given image, or achieve keyword-based retrieval by
ranking images with a given tag. The model proposed in this article is based on the weighted nearest neighbor
method; that is, the annotation of the training image is propagated to the new image. The proposed model
learns in a discriminative manner, rather than adopting neighbors in a specific way to assume certain visual
similarities between images [12] the measured value of the performance or distance is given.

2.1 Weighted nearest neighbor label prediction

In the predictive model design process, in order to facilitate the modeling of image annotations, a Bernoulli
model is used for each keyword. This model is used because keywords are different from natural texts, only
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appearing or not appearing. Here, y;,, € {-1, +1} is used to represent the non-appearance and appearance of
the keyword w of the image i, that is, to realize the encoding of the image annotation. The label appearance
prediction p(y;, = +1) of the image i is the weighted sum of the training image, and the equation is
as follows:

PGhy = +1) = Y700, = +11), ®
j
. 1-¢ Yiw = +1
POy = +11) = {8 Yo = 1, 2

where m;; represents the weight value of image j used to predict the image i tag, m; > 0, and Z]ﬂi]' = 1. The
constant € of equation (2) is used to avoid zero prediction probability. In practice, set £ = 10~

In order to estimate the parameters that control the weight m;, we maximize the log-likelihood of the
training annotation prediction (note that the weight of the training image itself is set to zero, i.e., m;; = 0);
that is, the goal is to maximize, and the equation is as follows:

L =) ¢y In p(y,). 3)
Lw

In equation (3), c;, is used to represent the unbalanced cost between the appearance and non-appear-
ance of keywords. In practical applications, there are more tags that do not appear than tags that appeatr,
and there is more noise of tags that do not appear than tags that appear. This is because most of the
tags in the annotation are related, but the annotation usually does not include all related tags. Suppose
Viw = +1, Ciyy = 1/n*, where n™ is the total number of positive tags. Similarly, when y;,, = -1, ¢;,, = 1/n”, where

n~ is the total number of negative tags.

2.1.1 Weights based on ranking

In the case of ranking-based weights for K neighbors, if j is the kth nearest neighbor of i, set 77;; = yx. The log-
likelihood of the data in equation (3) is concave with respect to the parameter y;, and it can be estimated
using the EM algorithm or the gradient projection algorithm. The equation for the derivation of equation (3)
with respect to yy is as follows:

z Ciw PV INik)

a_yk i,w p(ylw) ’ (4)

where n; represents the index of the kth neighbor of image i, the number of parameters is equal to the
neighbor size K, and this ranking-based weight model is called RK.

2.1.2 Distance-based weights

Of course, the weight can also be directly defined as a function of distance. The advantage of this is that the
weight will depend on the distance. Redefine the weight of the training image j used to predict the image i
as follows:

exp(=dg(i, j))

In equation (5), dy is the distance metric using parameters 8, which is the object we want to optimize.
Note that the weight 71;; decays exponentially with the distance d from the image i. The selection of d can be
the Mahalanobis distance dM parameterized by the positive semi-definite matrix M, such as dy/(i,j) = W'd;.
Here, d;; is the base distance vector between the images i and j, W is the positive coefficient including the
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linear distance combination, and the number of parameters is equal to the number of base distances of the
combination. When a single distance model is used, it is called SD. At this time, W is a scalar, which
controls the attenuation of the weight with distance, and it is the only parameter of the model. When
multiple distance models are used, call it ML. and use it for metric learning.

For the new weight equation (5) and the projected gradient algorithm, under the positive constraint of
the elements of W, the gradient of the log-likelihood equation (3) with respect to W is calculated as follows:

oL
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where W; = X,c;, pj represents the weighted average of all words w of the posterior probability of the
neighbor j of the given annotation image i. In order to reduce the computational cost of training the model,
equation (7) does not calculate all pairs of 7r;; and p;;. For each i, calculate them only on a large set, assuming
that the remaining m; and p;; are zero.

For each i, select K neighbors such that k* = min{kd} is maximized, and k, is the largest neighbor
ranking. For this ranking, neighbors 1 to k whose distance is d are included in the selected neighbors. In this
way, it is possible to include all images with greater than 7;;, without considering the learned distance
combination W. Therefore, after determining these neighbors, the algorithm has a linear relationship with
the number of training images.

2.2 Logical discriminant model of specific words

The weighted nearest neighbor label prediction method described in Section 2.1 often has a relatively low
recall rate, because in order to obtain a high probability of label appearance, it needs to appear in most
neighbors with important weights. However, this situation is unlikely to appear on rare tags. Therefore, in
order to overcome this shortcoming, a specific word logical discriminant model is introduced to increase the
probability of rare tags and reduce the probability of very frequent tags. The model uses weighted neighbor
prediction, and the equation is as follows:

Py = +1) = o(@uXiw + B,), (8
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In equation (8), x;,, is the weighted average of the annotations of the label w between i’s neighbors.
For a fixed m;;, the model is a logical discriminant model, and the log-likelihood is concave in {a,,,5},
and each keyword can be trained. When a logical discriminant model is used, the log-likelihood of training
annotations is used. The gradient calculation of the parameters of the control weight is equation (10), and
the equations for the model based on ranking and distance are (11) and (12) respectively, as follows:

oL ox;
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ax,-w _
ayk - ynikw’ (11)
ox;
a—';v = ;ﬂij(xiw = Yiw)dij. (12)

In practice, the parameters 6 and {a,,B,} are usually estimated in an alternating manner, and fast
convergence is observed after the alternating maximization three times.
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3 Data set and experimental setup

3.1 Data set

Considering the publicly available data sets often used in this type of research, Table 1 gives some statistics
on the three data sets.

The example image is shown in Figure 1. The figure shows five examples of annotated images and the
predictions using the model in this article. Next to each image, the real annotations (left) are given, as well
as the five highest correlation predictions (correct prediction values underlined) given by the label propa-
gation model (6ML variant of K = 200) in this article (right). Pay attention to the differences between the
data sets. For example, the real annotations do not always contain all relevant tags (“Water” in the second
image in Figure 1(a)) and may also include whether they are related (Figure 1(c) the “Lot”) label of the
second image.

Corel 5k: This data set is used in most image retrieval and image annotations and has become an
important benchmark for keyword-based image retrieval and image annotation. It contains about 5,000
images manually annotated with 1-5 keywords, and the vocabulary contains 260 words. A fixed set of 499
images is used for testing, and the rest are used for training.

ESP Game: This data set is obtained from an online game with two players. This article uses 20,000
subsets of the available 60,000 images. This data set is very challenging because it contains a variety of
images: logos, drawings, and personal photos.

IAPR TC12: The 20,000 images in this dataset are accompanied by descriptions in multiple languages,
which are mainly used for cross-language retrieval [14].

3.2 Feature extraction

In order to extract different types of features for image search and classification, this article adopts two
types of global image descriptors: Gist features [15] and color histograms, each color channel has 16
buckets, represented by RGB, LAB, and HSV. Local features include SIFT and robust hue descriptors
[16]. Each local feature descriptor is quantized using the k-means from training set samples; all descriptors
except Gist are L1-normalized and are spatially calculated in the arrangement. What is computed here is the
histogram of the image over three horizontal regions and concatenated to form a new global descriptor.

3.3 Evaluation method

For the evaluation of precision and recall with a fixed number of annotations: in the experiment, each
image was annotated with the five most relevant keywords, and then, the average precision and recall of
these five keywords were calculated using the model in this article (K = 200). (The average precision is
represented by P, and the recall is represented by R.) N+ represents the number of keywords with non-zero

Table 1: Statistics of the training sets of the three data sets

Corel 5k ESP game IAPR TC12
Vocabulary size 260 268 291
Number of images 4,493 18,689 17,665
Words per image 3.4/5 4.7/15 0.7/23

Image per word 58.6/1,004 362.7/4,553 347.7/4,999
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Arctic Tree(0.99)
Den Grass(0.94)
Fox Rocks(0.91)
Grass Flowers(0.82)
Tiger(0.82)

Iguana Igunan(1.00)
Lizard Marine(1.00)

Marine Lizard(1.00)
Rocks Water(0.67)

Sky(0.66)

Box Box(1.00)
Brown Square(1.00)
Square Brown(1.00)
White White(0.79)
Yellow(0.72)

Blue Man(0.98)
Cartoon Anime(0.96)

Man Cartoon(0.92
Woman People(0.89)
Woman(0.88)

Glacier Glacier(1.00)

. Mountain  Mountain(1.00)
People Front(0.64)
Tourist Sky(0.58)

People(0.58)

Landscape Llama(1.00)
Lot Water(1.00)

Meadow Landscape(1.00)
Water Front(0.60)

People(0.51)

Figure 1: Example test images from the three data sets: (a) Corel 5k, (b) ESP Game, and (c) IAPR TC12.

recall values, with the caveat that each image must be annotated with five keywords. Finally, accurate
experimental results are obtained according to the performance comparison of various variants of this
model with other algorithmic models of P, R, and N+.

For the evaluation of precision with different recall rates: in the experiments, the precision with
different recall rates, that is, BEP or R-precision, is also calculated. It is a measure of the accuracy of the
top n,-related images for each keyword w, where n,, is the number of images annotated with this keyword.
The mean Average Precision (mAP) [17] is obtained by calculating the average precision of each keyword,
which is measured after each relevant image is retrieved. Then, according to the relationship of the distance
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model and its variants with respect to the neighbor size K in terms of P, R, BEP, and mAP performance, the
relevant data are calculated, and the graph is drawn accordingly to determine the difference between them,
and then, the experimental results are obtained.

4 Experimental results

4.1 Corel 5k experimental results

The first set of experiments is to compare the performance of different variants of our algorithmic model. It
is mainly compared with the following algorithms: such as the label diffusion method of ref [2], the original
results of the specific nearest neighbor label transfer mechanism of ref [12] (denoted as JEC), the results
obtained by ref [12] using the features of this article (denoted as JEC-15, that is, a weighted combination of 15
normalized base distances is used to determine the similarity of images), and ref [13] of a label transfer
algorithm based on kernel canonical correlation analysis.

Table 2 shows the experimental results and also that, using the features extracted in this article, the
label transfer mechanism proposed in refs [12] and [13] can obtain results that are very similar to their
original results. Therefore, the other performance difference obtained with the algorithmic model in this
article lies in the label prediction method. The model described in this article performs quite well using this
combination of fixed distances to determine weights (either directly in SD or in RK). Among these results,
the performance results of the 0SD model with our distance-based weights are the best.

More importantly, the ensemble metric learning model (ML and oML) adopted in this article is even
more improved. In particular, the cML variant has a 5% improvement in precision and a 9% improvement in
recall compared to JEC-15 with the same features, and the number of words with positive recall exceeds 20.
This indicates that the nearest neighbor-type label prediction in this article benefits from the integration of
metric learning in the prediction model.

Figure 2 shows the relationship curve between the P, R, BEP, and mAP performance of the distance
model and the number of neighbors, K. As can be seen from Figure 2, for all neighbors, regardless of
whether there is o, the distance combination obtained by metric learning is always better than the equal
weight combination. Also, adopting a large number of neighbors (like more than 100) can improve perfor-
mance, especially for the ML variant. The reason is that in ML, the ranking of adjacent images varies with
the learned metric. Therefore, to ensure that all useful training images are included in the initial neighbor-
hood [18], these sets need to be large enough.

Figure 3 shows the average recall of words in buckets [19,20] using ML and its variant cML. The blue
and yellow bars represent the average recall of ML and its variant ML, respectively. As analyzed in Section
2.2, the introduction of a word-specific logical discriminant model increases the probability of rare labels
and reduces the probability of very frequent labels, making the improvement for rare words higher.

From these experimental results above, it can be seen that the distance-based variants (6RK, ¢SD, and
oML) perform the best. So use them for the other two datasets that follow and take K = 200 as the default
choice for the number of neighbors.

Table 2: Performance comparison of algorithm model (K = 200) and various variants with other algorithm models in P, R,
and N+

References [2] References [13] JEC JEC-15 RK oRK SD oSD ML oML

P (%) 23 28 27 28 28 26 30 28 31 33
R (%) 29 32 32 33 32 34 33 35 37 42
N+ 137 138 139 140 136 143 136 145 146 160
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Figure 2: The relation of neighbor size K'in terms of P, R, BEP, and mAP performance based on the distance model and its variants:
(a) P versus the number of neighbors, (b) R versus the number of neighbors, (c) BEP versus the number of neighbors, and (d) mAP
versus the number of neighbors.
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Figure 3: Comparison of average recall rate of words in ML and oML bins.
4.2 Experimental results of ESP Game and IAPR TC 12

The distance-based variant of this article uses a distance combination of equal weight and metric learning,
and Table 3 shows the results obtained for these two datasets. It can be seen that compared to the label
diffusion method of ref. [2], and the two algorithms of the specific nearest-neighbor label transfer
mechanism model of ref. [12], and the performance of the label transfer algorithm based on kernel
canonical correlation analysis of ref. [13], the algorithm model used in this article has obvious improve-
ment. In addition, it can be seen from Table 3 that for IAPR TC 12 and ESP Game, compared to the Corel 5k
data set, the most significant improvement is the increase in accuracy.

Figure 4 shows for two data sets ESP Game and IAPR TC12, the relationship between the different
performance measures P, R, BEP, and mAP of the two variants 0SD and oML of the distance-based
algorithm model and the neighbor size K in this article. It can be seen that the ensemble metric learning
algorithm model has the best performance.

4.3 Image retrieval in multi-word query

The above experimental results are aimed at image retrieval performance for single-word queries, but any
practical image retrieval system should support multi-word queries. This section presents the BEP and mAP
performance of our algorithm model for multi-word query on the Corel 5k dataset and compares it with the
multi-word query-based image retrieval in ref. [9]. To facilitate direct comparison, the experiments use a
subset of 179 words from the 260 annotated words of Corel 5k, and they appear at least twice in the test set.
Images were considered relevant to the query when they were annotated with full words, and all 2,241
queries consisting of 1 or more words were considered. This way the test set contains at least one relevant
image. Table 4 shows the obtained experimental results.

Table 3: Two variants of the proposed algorithm model (K = 200) comparison with other algorithm models in terms of the
performance of P, R, and N+

IAPR TC12 ESP game

P R N+ P R N+
References [2] 24 23 223 18 19 209
JEC 28 29 250 22 25 224
JEC-15 29 19 211 24 19 222
References [13] 28 27 233 23 20 221
SD 50 20 215 48 19 212
oSD 41 30 259 39 24 232
ML 48 25 227 49 20 213

oML 46 35 266 39 27 239
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Figure 4: Relationship between neighbor size K and based on the distance model variants of performance of 6SD and oML in
terms of P, R, BEP, and mAP: (a) P versus the number of neighbors, (b) R versus the number of neighbors, (c) BEP versus the
number of neighbors, and (d) mAP versus the number of neighbors.
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Table 4: Comparison between the algorithm model in this article (K = 200) and the algorithm in the literature [9] in terms of
mAP and BEP performance

SD oSD ML oML References [9]
BEP 24 23 27 27 17
mAP 32 31 36 36 26

From Table 4, it can be seen that the algorithm model in this article has an average improvement of
about 6-10% in mAP performance compared with the image retrieval based on multi-word query [9] for all
query categories and in terms of BEP performance that also got a gain of about 6-10%.

5 Concluding remarks

This article proposes a new model for image retrieval based on image annotations and keywords. These
models combine weighted nearest neighbor methods and metric learning capabilities in a discriminative
framework. Extensive experimental results based on several performance metrics on three typical data sets
show that the ML variant of the label propagation model proposed in this article (i.e., employing distance-
based weights and integrating metric learning) has the best performance. On all data sets, it not only has a
good recall rate and high precision on the set but also significantly improves the recall rate of rare words
and the overall performance.

In future research, we will further consider extending the model and assigning labels to image regions
to address tasks such as image region labeling and object detection from image range annotations.

Conflict of interest: Authors state no conflict of interest.
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