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Abstract: Clark1880, WGS1984, and ITRF08 are the reference systems used in Iraq. The ITRF08 and WGS84
represent the global reference frames. In the majority of instances, the transformation from one coordinate
system to another is required. The ability of the artificial neural network (ANN) to identify the connection
between two coordinate systems without the need for a mathematical model is one of its most significant
benefits. In this study, an ANN was employed for two-dimensional coordinate transformation from local
Clark1880 to the global reference system ITRF08. To accomplish so, 68 stations with known coordinates in
both systems were utilized in this research and were split into two groups: the first set of data (38 stations)
was used as the training data and the second set of data (38 stations) was used as the validation data. A
root-mean-square error (RMSE) was used to examine the performance of each transformation. The results
showed that the RMSE using the ANN was 0.08m in the east and 0.17 m in the north. The results indicated
that the ANN can be used for 2D coordinate transformation with the results that are better than those of the
authorized techniques such as 2D conformal transformation and 2D conformal least square.
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1 Introduction

Just after the first Gulf War, the forces of the United States and the United Kingdom initiated a project for the
establishment of the Iraqi Geospatial Reference System (IGRS) in cooperation with the Iraqi Ministry of
Water Resources, which played a major role in this project. Many of the first-order stations of the Karbala
1979 network, which are still functional and used for precise observations, were re-positioned using high-
precision GNSS techniques. Additionally, several new control stations were created to compensate for the
destroyed or unusable stations for precise applications. The IGRS’s backbone is a network of six continuously
operating reference stations (CORS), which were utilized to expand and densify the IGRS’s control network.
The International Terrestrial Reference System (ITRF2000) is used to create the IGRS geodetic datum [1].

Several studies have been conducted over the last few decades on the subject of two- and three-
dimensional coordinate transformations between different geographic coordinate reference systems
(CRSs), particularly WGS 84 and/or ITRF. The coordinate changes between different CRSs are referred
to as datum shifts, datum transformations, and geographic transformations, among other terms.

In general, a coordinate transformation is used to solve the problem of transforming data from one
reference frame to another. Although coordinate transformations are simple mathematically, they can
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generate a variety of issues when used for many reasons, such as a lack of understanding of the local
datum’s distortions and inconsistencies, or even a lack of appropriate expertise in geodesy among those
who use them [2]. In addition, because local networks serve as the foundation for many engineering
projects, such as dam monitoring and border stabilization, and with the development of technology, the
field observation is performed using a global navigational satellite system (GNSS) and a laser scanner. This
modern technology gives the observation of the ITRF reference frame. For that reason, it is vital to establish
a relationship between global and local reference systems. ANNs are represented as a solution to this
problem where they can determine the relationship between two completely different reference systems
without any mathematical model. Additionally, ANNs have recently gained popularity in the field of
geodetic sciences, particularly for coordinate transformation applications [3].

ANNs are computer models based on the nervous systems of live organisms. They have the capacity to
train and predict based on regression (information-based) and may be characterized as a collection of
processing units characterized by artificial neurons, interconnected by a large number of interconnections
(artificial synapses), and implemented by synaptic weight vectors and matrices [4].

The problemwith neural networks is that they need more training data to give more accurate results [5].
Most authors used a large amount of data to get an accurate result using the ANN; this may take a long time
and effort to collect data, there is a trend in employing neural networks to obtain accurate results using a
small amount of data for training. Because of the ability of the ANN to compensate for any mathematical
model that links different data sets, several studies have employed the ANN for coordinate transformation.
ANN is employed by Lin and Wang [6] to coordinate the transformation from Taiwan Datum 1967 (TWD67)
to Taiwan Datum 1997 (TWD97) in Taiwan. The authors demonstrated the coordinate transformation based
on the ANN and compared the results to those calculated using the affine transformation technique. The
comparison showed that the results of ANNs are more precise than those of affine results. The authors used
74% of the available data as training data and 26% as the validation data on an area of about 2,500 km2. On
the other hand, Gullu and Essays [7] performed a coordinate transformation using the ANN technique
between WGS84 and ED50 in Turkey. The authors showed that the ANN gave results with an accuracy of
approximately ±1 cm, while other transformation methods yielded results with a lower level of accuracy. In
addition, the authors used approximately 57% of the available data as the training data and 43% as the
validation data on an area of about 2,700 km2. A software attempt using the ANN was performed by Tierra
and Romero [8]. The authors computerized the ANN for easting and northing transformations between
PSAD56 and SIRGAS.2, results showed that the ANN is capable of producing more precise transformation
results than other conventional methods. On the other hand, the authors used approximately 67% of the
available data as the training data and 33% as the validation data on an area of about 372.4 km2. Konakoglu,
Cakir et al. [9] used the ANN to coordinate transformation between the European Datum 1950 (ED50) used
in Turkey and the International Terrestrial Reference Frame 1996 (ITRF96). The transformation results
showed that the accuracy obtained from the ANN method was within ±1 cm. Additionally, the authors
used approximately 73% of the available data as the training data and 27% as the validation data on an
area of about 188.8 km2. Kumi-Boateng and Ziggah [10] employed Radial Basis Function Neural Networks
for 2D coordinate transformation between Accra and Leigon datum used in Ghana. Results showed that the
RBFNN has the capacity to realize more dependable and accurate results with a maximum error in differ-
ences between the predicted value and actual value of about 0.7768 m and a minimum error of 0.1795 m,
making it more appropriate for modeling distortions in local geodetic networks than older approaches (six-
parameter and four-parameter). The authors used approximately 74% of the available data as the training
data and 26% as the validation data on an area of about 107,000 km2. The ANN was utilized for coordinate
transformation [11] between Ghana’s Accra datum based on the War Office 1926 ellipsoid and the World
Geodetic System 1984 (WGS84) ellipsoid, with deviation estimates ranging from 20 to 80 cm for the mod-
ified coordinates. The authors used approximately 74% of the available data as training data and 26% as the
validation data on an area of about 68,000 km2. The least-square support vector machine (LS-SVM) and
RBFNNwere utilized by Ziggah et al. [12] to carry out a 2D coordinate transformation in Ghana. According to
the results, the LS-SVM and RBFNN produced equivalent results and were superior to the other approaches.
The results acquired from the ANNwere 0.382m for the east and 0.296m for the north in terms of RMSE. The
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authors used approximately 67% of the available data as the training data and 33% as the validation data
on an area of about 122,000 km2.

The current study presents a novel approach for converting coordinates from global to local by linking
two separate geodetic references (ITRF08 and Karbala 1979). In this research, a new technique for choosing
the training data and validation data is performed by reducing the amount of training data within a large
study area. In addition, up to date, the literature has not converted the ITRF08 to Clark 1880 earlier. Most of
the past studies used a large amount of training data with a small study area, so the results of the ANN were
better than any traditional method [13]. In this research, despite using a small amount of training data
related to the area of the study area, the results were also better than the traditional methods such as 2D
conformal transformation and 2D least square. The gap in this research is that the transformation is applied
just in the study area, with a limitation. This means that the transformation is performed at a specific
location, which is Baghdad, Wasit, Babel, Karbala, Misan, Qadisia, Najaf, Di-Qar, Muthana, and Basra. In
this investigation, the easting limitation of the ANN ranged from 397394.89 to 770000.00m. In comparison,
from 3328967.933 to 3692767.624m north, this constraint arises from the lack of training data.

The contribution of this study was as follows:
• The present work provides a novel method to link two different geodetic references for coordinate
transformation from global to local.

• This study presented a new interaction technique by reducing the amount of training data and increasing
the amount of validation data to test the performance of the ANN.

• This study applies the ANN to a large area with small data, contrary to what was previously stated.
• This study employed a modern tool that has never been used before for 2D coordinate transformation,
which is the Python programming language.

In the related work, it can be noticed that all the authors used a high percentage of the amount of
training data when compared with the validation data. This study evaluates the accuracy of 2D coordinate
transformation from Karbala 1979 (Clark1880) and ITRF08 using the ANN. On an area of approximately
140,000 km2, 50% of the available data was used as the training data and 50% as the validation data. This
paper is divided into four main parts. The first part includes the methodology of working with the study
area, the second part includes the working principle of the ANN for 2D coordinate transformation, the third
part includes the results that were obtained from the ANN and compares the results with the traditional
methods used for 2D coordinate transformations, and the final part includes the conclusion of this study.

2 Methodology

2.1 Study area

The 2D coordinate transformation is carried out based on 68 stations of the first-order network, which have
known geographic coordinates in both coordinate systems, Karbala 1979 (Clark1880) and ITRF08. These
selected stations are distributed in the middle and southern parts of Iraq, which represent a study area and
limitation for the ANN. Figure 1 shows the distribution of the 68 stations among the 10 provinces, which are
Baghdad, Wasit, Babel, Karbala, Misan, Qadisia, Najaf, Di-Qar, Muthana, and Basra.

2.2 Used station and the study area limitation

In this paper, 68 stations with known coordinates in both systems were used. 50% of the available data was
employed as the training data and represents 34 stations. On the other hand, 50% of the data was used as
the validation data and represents 34 stations. To acquire the best prediction result, many scenarios were
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run to pick the training data using a trial and error process. The points that were used for training and
validation are shown in Figure 2.

Furthermore, because the research region is quite large in contrast to the available training data, it was
divided into zones to calculate precise ANN parameters for each zone. The author determined each zone for
the east–west and south–north directions based on the two training points selected previously in each
direction, which contain a midpoint used for verifying the results. For example, the first zone in the

Figure 1: Location of the study area in Iraq.

Figure 2: Training and validation data in the study area.
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east–west direction is determined between 397394.89 E and 438351.5 E based on the available data. As a
result, there are 23 east–west zones and 23 south–north zones in the east–west direction.

2.3 Software used

In this study, the Python programming language is used to perform the processing of estimating the
coordinate transformation parameters between Clark1880 and ITRF08 based on an ANN. It is worth
mentioning here that Python significantly supports the ANN applications due to the availability of the
libraries that are continuously updated. In addition, many authors perform the coordinate transformation
using an ANN algorithm based on MATLAB, Visual Basic, etc. [3,6,14,15]. This represents a novel tech-
nique for employing the ANN to coordinate transformations. Furthermore, the code for coordinate trans-
formation is ready and available as open-source for the majority of coordinate transformations, whereas
the code in this paper is built from the ground up.

2.4 ANN for 2D coordinate transformation

ANN is a collection of information-processing methods that are similar to the biological nerve systems
[16–18]. ANN consists of “neurons,” which are parallel elementals, and “links” that connect these neurons.
The neurons are linked by a high number of information-transmitting weighted connections. An ANN is
something like artificial intelligence that works according to what it is coded to do. ANN has been applied
successfully in a wide field of life [19], see Figure 3.

2.5 Feed forward back propagation neural network (FFBPNN)

The backpropagation artificial neural network (BPANN) is widely utilized for different geodetic surveying
applications. In an ANN, there are three types of layers that make up the whole ANN [20]: the input layer,

Figure 3: General design of ANN.
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one or more hidden layers, and the output layer. The training data is received by the input layer, which
is delivered for processing to the hidden layers, and the results are yielded by the output layer [21], see
Figure 4. The number of hidden layers and neurons in each layer can vary depending on the trial and error
process [22]. A sequential trial-and-error method was used in this study to find the optimal number of
neurons in the hidden layer [23]. A Relu activation function was selected for the hidden layer, while a linear
function [24] was used for the output layer. The weights for the structure of the neural network were
selected using different methods. The optimizer parameter is widely used for generating neural network
weights in various scenarios Sarang [25]. The optimizer parameter that is employed in this study is Adamax,
which is consistent with the trial and error procedure. Furthermore, the mean-squared error (MSR) is used
in this study as a loose function to measure the quality of an estimator and give an indication of the
efficiency of the proposed ANN.

The proposed ANN in this study is a fully connected network, which is significantly used to find the
complex relationship between remarkably different two data sets Rungta [26]. The structure of the proposed
ANN used in this study consists of one input layer and three hidden layers, with six neurons in the first
hidden layer and four neurons in the next two hidden layers and one output layer to yield the predicted
data, which are the predicted easting and northing components in ITRF08, see Figure 4.

The training data that go first through the input layer is defined as the (X) parameter, which is
delivered later to the first hidden layer through the link between nodes as activation values (a, z). The
yielded activation values (a, z) are considered later as an input value to the next layer based on equations
(1) and (2):
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where [ ]a1
1 is the activation function for the first neuron in the first hidden layer, w1 stands for the weight

parameters, and, b1 is the bias parameter, which equals 1, w represents the weight parameter, i stands for
the number of layers, X1, X2, X3…Xn stands for input values, j is a symbol that denotes the first layer
(previous), k is a symbol that denotes the second layer (next layer).

Equations (1) and (2) are applied to the other neurons in the first hidden layer to predict all the
activation functions for the next hidden layers, which represent the input values for the next hidden layer
as it is shown in Figure 5:

Figure 4: Structure of the used ANN.
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To be more clear, assume that the (X) value shown in the first input layer in Figure 5 is the training data
(ITRF08) for the neural network and is passed through the input layer to elucidate the ANN process. An
activation function is the input data that is passed to the first hidden layer and is indicated as (a) parameter
in Figure 5. In general, the activation function uses an equation to present the input values for the next layer
(the first hidden layer) [27] using equation (1).

The evaluation of the proposed ANN for 2D coordinate transformation in this study is carried out based
on the comparison between the predicted data set that yields from the backward iteration and the corre-
sponding data set that was initially used as input data. The output predicted result in the last node’s layer is
applied again as an input data set to go back in the iteration and produce a predicted input data set that
should be close to the input data set (observed data). The difference between the predicted value and the
observed value is represented as a delta ( )δ as shown in equation (4) (see Figure 6).

Figure 5: Process of transfer activation function in forwarding iteration.

Figure 6: Backward iteration of neural network.
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= −δ a y, (4)

where a is the predicted values and y stands for actual values (input data set).
The statistical analysis for assessing the ANN model is calculated through different tools in Python. In

this study, the mean-square error (MSE) is used to calculate the performance of the proposed ANN. The
number of iterations used in this study was obtained by a trial and error procedure of 1,000 epochs.

3 Result

The Forward Back Propagation Neural Network (FBBNN) is used in this study to execute 2D coordinate
transformations between the Karbala 1979 and ITRF08 coordinate systems in Iraq’s middle and southern
regions, see Figure 1.

The selected control stations, which have known positions in two reference systems (the Karbala 1979
and ITRF08), were divided into two data sets. The first data set, which comprises 34 stations, is considered
as the training data, while the second data set, which involves 34 stations, is considered a check data set.
(See Figure 7).

3.1 Results from ANN’s method

In the case of the easting and northing components, the RMSE using the ANN is 0.08 and 0.17 m, respec-
tively. Figure 8a and b visually depicts the RMSE values of coordinate differences for the easting and
northing components, respectively. To show the variations in the coordinate values for the ANN solution,
the coordinate difference values for the Easting and Northing components are scaled from −0.4 to 0.8 m.

In Figure 8a, it can be seen that the accuracy of the scale ranged between (−40 cm) and (80 cm),
represented by dark blue, which is the minimum range of scale, to red, which is the highest range of scale.

33 points represent a high accuracy in transformation, which ranges from (0–20 cm). On the other hand,
there is one point located in Al-Muthana Province that ranges from (−20 cm) to (−30 cm) and colored in yellow.

The accuracy of the northing coordinate transformation can be seen in Figure 8b.
As shown in Figure 8b, 28 points fall within the range of zero accuracy and are mentioned in Figure 8b

in blue sky color, while five points range between (−20 to 20 cm) and are illustrated in blue. In addition,
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Figure 8: (a) Color scale accuracy for the ANN method for easting. (b) Color scale accuracy for the ANN method for northing.
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Figure 9: (a) Color scale accuracy for the 2D conformal method for easting. (b) Color scale accuracy for the 2D conformal method
for northing.
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Figure 10: (a) Color scale accuracy for the 2D conformal least square method for easting. (b) Color scale accuracy for the 2D
conformal least square method for northing.
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there is one point that falls within the range of 60–80 cm and can be found in the red color in Figure 8b. The
RMSE for the ANN transformation northing accuracy was found to be 0.17 m.

3.2 Results from a 2D conformal transformation

To do a two-dimensional (2D) conformal coordinate transformation, users should first know the coordinates
of at least two points in both coordinate systems. When translating two separate surveys into a single
reference coordinate system, the 2D conformal coordinate transformation is often used in surveying [28].

In terms of comparisons, the 2D conformal transformation method was employed in this study to
compare the results with the proposed method. The RMSE for easting and northing using 2D conformal
mid-point was 1.94 and 1.99, respectively. The distribution of the accuracy of points in the transformation
was illustrated using a color scale, as shown in Figure 9a and b.

As it is illustrated in Figure 9a, the accuracy of the transformation ranged between (−7 to 6m) in terms
of differences between the predicted and observed values. Only 11 points were below 10 cm in accuracy,
while in the ANN, it was 25 points below 10 cm in accuracy. The accuracy of the northing coordinate
transformation can be seen in Figure 9b.

The accuracy of the transformation in the north using 2D conformal transformation mid-point ranged
between (−4 to 9m) in terms of differences between predicted and observed values, see Figure 9b. Only three
points had an accuracy of less than 10 cm, whereas the ANN had 19 points with an accuracy of less than 10 cm.

3.3 Results from 2D conformal transformation least square

If there are more than two control points, the least squares method can be used to improve a solution [28].

Table 1: Root mean square error for the applied methods

Method (RMSE) for East (RMSE) for North

2D conformal transformation 1.94 1.99
2D conformal least square 4.19 6.41
ANN 0.08 0.17
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It follows the same scenario for training the ANN to perform the least square method. 34 stations with
known coordinates in both systems were used as training data to apply the least square method. Figure 10a
shows the color scale for the accuracy of the transformation for easting. It can be seen that only 6 points
were felt with accuracy in the range of 0–4m, 4 points were felt in the range of 6–12 m, and the remaining
points were felt in the range of 0–12 m for all the easting data.

For the northing coordinate accuracy that is shown in Figure 10b, it indicates that the range of accuracy
lies between −10m and 11 m.

Figure 10b shows that most of the points are felt in the range of 4–12 m with accuracy, and compared to
the other methods that take over, it seems that this method is the weakest method in accuracy for 2D
coordinate transformation.

From the results, it can be seen that the ANN can be represented as the most accurate method for 2D
coordinate transformation from ITRF08 to Clark1880. Table 1 shows the results that were obtained from the
three methods.

A histogram indicates the accuracy of the methods being used. Other than that, the other method is
shown in the histogram as a way to compare the accuracy of the methods that were used, as shown in
Figure 11.

4 Conclusion

Geodetic research has made extensive use of the ANN applications. The goal of this study was to use feed-
forward backpropagation to investigate a 2D coordinate transformation problem between the Karbala
1979 and ITRF08 systems. 68 stations with known coordinates in both systems were employed to demon-
strate the ANN for 2D coordinate transformation. In addition, two traditional methods for 2D coordinate
transformation were performed to compare the results with the proposed method which is 2D conformal
transformation and 2D conformal transformation least square. Results indicated that the ANN represents
the most accurate method for linking ITRF08 and Karbala 1979 and can be used for coordinate transfor-
mation with an accurate result. The RMSE estimates for the easting and northing components of the ANN
solution were 8 and 17 cm, respectively, which shows that the ANN can be used to transform 2D coordi-
nates in Iraq rather than other methods.

This study employs the ANN for linking two completely different reference systems. This is due to the
complexity of finding an algorithm to link global and local reference systems for coordinate transformation.

Furthermore, this study has provided a clearer understanding of the significance of Iraq’s national
geodetic networks, which serve as the foundation for various engineering projects such as dam monitoring
andmonitoring earthquakes. Furthermore, this paper sets the framework for future research into employing
the ANN coordinate transformation on stations with known coordinates in their coordinate systems in the
north and west of Iraq because it is not covered in the present study due to the available stations. In a
broader sense, research is required to adopt many scenarios for selecting training data through trial and
error. There needs to be more research into different structures for ANNs, like using different numbers of
hidden layers with different neurons to get more accurate results.
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