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Abstract: All over the world, breast cancer is the second leading cause of death in women above 40 years of
age. To design an efficient classification system for breast cancer diagnosis, one has to use efficient algorithms
for feature selection to reduce the feature space of mammogram classification. The current work investigates
the use of hybrid genetic ensemble method for feature selection and classification of masses. Genetic algo-
rithm (GA) is used to select a subset of features and to evaluate the fitness of the selected features, Adaptive
boosting (AdaBoost) and Random Forest (RF) ensembles with 10-fold cross-validation are employed. The
selected features are used to classify masses into benign or malignant using AdaBoost, RF, and single Deci-
sion Tree (DT) classifiers. The performance evaluation of classifiers indicates that AdaBoost outperforms both
RF and single DT classifiers. AdaBoost achieves an accuracy of 96.15%, with 97.32% sensitivity, 95.90% speci-
ficity, and area under curve of AZ = 0.982 ± 0.004. The results obtainedwith the proposedmethod are better
when compared with extant research work.

Keywords: Digital mammography, decision Tree, feature selection, classification, genetic algorithm, ensem-
bles, AdaBoost, Random Forest, receiver operating characteristics curve.

1 Introduction
Breast cancer is considered the second leading cause of death in women above 40 years of age all over the
world. Presently, no technique has been discovered for the prevention of breast cancer; hence, detection
of breast cancer in its primary stage is very important. Mammography is the finest tool available for the
detection of breast cancer in its initial stage [27]. Radiologists diagnose breast cancer by reading the mam-
mogram; however, reading of mammograms is a very challenging task. The suspicious mass is detached for
clinical inspection by means of a biopsy procedure. Statistics indicates that more than 60%–70% of the sus-
picious cases turn out to be benign. This problem can be minimized to a certain extent with the use of a
computer-based diagnosis system. Such systems act as a second reader for radiologists and help to minimize
unnecessary biopsies. With the use of image processing and machine learning techniques, detection and
classification of masses become easier, but still, it is a challenging area of research, especially the detection
and classification of masses into benign and malignant. One of the factors that influence the performance of
classifiers is feature selection. The basic objective of feature selection techniques is to remove irrelevant or
redundant features from the set of features.

Currently, ensemble-based classification is an active area of research in machine learning and pattern
recognition [29]. The basic idea of ensemble is to train multiple models using the same learning algorithm.
Several studies about ensemble classifiers demonstrate that the combination prototype of classifiers is better
than an individual classifier [18]. Nowadays, bagging and boosting ensemblemethods have gainedwide pop-
ularity [31]. In bagging technique, prediction of base classifiers is achieved using themajority votingmethod.
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Random Forest (RF) is one themost popular bagging techniques. Boosting combines weak classifiers to build
a strong classifier. In the boostingmethod, classifiers are trained on the weighted version of dataset and then
combined to produce the final prediction. Adaptive boosting (AdaBoost) is the most popular adaptive boost-
ing algorithm. In this article, genetic algorithm (GA), in conjunction with AdaBoost and RF ensembles, was
used for feature selection. To classify themasses, AdaBoost, RF, and single Decision Tree (DT) classifiers were
used.

The remaining part of the article is organized as follows: Review of related work is in Section 2; Section 3
describes the research methodology for feature selection and classification of masses; Section 4 contains
the Results and Discussion; Section 5 describes the computational complexity of the proposed method.
Conclusion regarding the proposed method is discussed in Section 6.

2 Related Work
A sophisticated version of classical floating search algorithm for feature selection is presented by Somol et al.
[32]. The newadaptive floating search algorithmshave a potential to find the solution close to the optimal one.

Applications of a rough set approach for feature selection in pattern recognition using reducts and
dynamic reducts are presented by Swiniarski and Skowron [34]. The features selected by rough set and prin-
cipal components analysis (PCA) methods are used for face and mammogram recognition using an artificial
neural network (AAN).

A two-stagemethod for the detection ofmicrocalcifications is presented by Fu et al. [10]. In the first stage,
a mathematical model is used for the detection of location and shape. The second stage consists of feature
selection and classification. A sequential forward search (SFS) method is used to select features relevant to
microcalcifications. Features selected by SFS are used to train and test two classifiers, namely, a regression
neural network (GRNN) and a support vectormachine (SVM). The results of the classifiers are evaluated using
area under receiver operating characteristics (ROC) curve.

InRef. [20], anAAN-based ensemble algorithmwasproposed for the detection of speculatedmasses. Four
feature images were obtained from a single mammogram. Each image belonged to one of the four features
obtained from a single pixel of the mammogram. The features obtained from a single pixel of the mammo-
gram were mean pixel brightness, standard deviation of pixel brightness, standard deviation of gradient
orientation histogram, and standard deviation of the folded gradient orientation. The feature images were
partitioned into small blocks, and 10-fold cross-validation was performed on each partition. Finally, for each
validation, a neural network was constructed using the bagging technique to detect speculated masses.

A novel multi-objective GA and an ensemble classifier were proposed by Zhang and Yang [39]. A multi-
objective GAwas used for optimal feature selection. An ensemble classifier consists of a DT classifier, anANN,
and an SVM classifier. The proposed method was tested on three benchmark datasets – sonar, ionosphere,
and soybean. A fivefold cross-validation technique was used to evaluate the overall accuracy of classifiers.
Experimental results showed that the proposed method is suitable and useful for feature optimization and
classification.

A multi-resolution approach for automated classification of mammograms was presented by Dong and
Wang [6]. A Gabor filter of different frequencies was used for feature extraction and classification. The dimen-
sionality of features selected by Gabor filters is reduced with the use of statistical test, namely, t-test and its
p-values.

A diverse study on various machine learning algorithms such as Naïve Bayes, Multilayer Perceptron, DT,
ensemble methods based on bagging, boosting, and a combination of the best base classifiers using meta-
learning techniques of stacking and voting was presented in Ref. [35]. The performance of these classifiers
was evaluated on differentmedical datasets. The outcome of the studywas the guideline for selecting the best
classifier for a particular dataset. It has been observed that not every classification technique is suitable for
all kinds of databases because of their dimensionality, multiple classes, and noisy data. The study concluded
that voting technique is the most powerful technique among all the techniques studied.

In Ref. [7], an ensemble of Bayesian classifiers was presented for the classification of masses in digital
mammograms. The ensembles combined the prediction of three Bayesian classifiers: Tree Augmented Naïve
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Bayes, Markov Blanket Estimation, and Ensemble of Bayesian classifiers. The method used confidence score
for the selection of the bestmodel. The ensemblewith the highest confidencewon. Themethodwas compared
with multilayer perceptron neural network (MLPNN) classifier, and it has been observed that the ensemble
classifier is better than MLPNN. It achieves an accuracy of 91.83% on training and 90.63% on testing.

A method for detecting and classifying curvilinear structures [2] in mammograms was proposed. Detec-
tionand classificationwere achievedwithdual tree complexwavelet transform (DT-CWT) andRF. TheDT-CWT
performed best for all three tasks: curvilinear structure detection, orientation estimation, and spicule clas-
sification. The method achieved an area under curve of Az = 0.923 for curvilinear structure detection and
Az = 0.761 for classification.

AmassdetectionmethodusingRFwasproposed inRef. [28]. Themethodwas testedon 120mammograms
of CC view with 60 benign and 60 malignant cases. Texture patterns such as entropy, energy, sum average,
sum variance, and cluster tendency were used to analyze the region of interest (ROI). The best features were
selected using GA. The proposed method achieved an area under curve of Az = 0.90.

Zhang et al. [40] proposed an ensemble system for the classification of suspicious masses into malig-
nant or benign. In a segmentation process, multiple contours are generated from ROI. Fourteen shape-based
features are extracted from each of the segmented contours for classification. The dataset was partitioned
into four subsets based on young age, old age, small ROI size, and large ROI size. Then for each subset, an
ensemble was built for the classification of masses. The proposed method achieves an accuracy of 72%.

Luo and Cheng [22] proposed ensemble-based techniques for the accurate prediction of breast cancer.
An optimal feature set was obtained using two techniques: forward selection and backward selection. The
classifiers DT, SVM-sequential minimal optimization (SVM-SMO), and their ensembles were trained using
these optimal features for the prediction of breast cancer. The performance of the classifier was tested on
the breast cancer dataset obtained from the Institute of Radiology of the University of Erlangen-Nuremberg.
The prediction performance of the classifiers was evaluated with 10-fold cross-validation technique. The
best results were achieved with DT ensemble. It achieved an accuracy of 83.4% with area under curve of
Az = 0.866 ± 0.004. The authors conclude that ensemble-based classifiers are better than single classifiers.

A clustered ensemble neural networkmethod for the classification ofmasses in digitalmammogramswas
proposed by Mc Leod and Verma [24]. The technique uses K-mean classifier to generate clusters by partition-
ing the data based on different seeding points. A neural network classifier was then trained with each cluster
generated by k-mean for each layer. This layer-based training provided diversity into the classifiers. Finally,
the network of clustered ensemble was created by combing the outputs using the majority voting technique.
The experiment employed over 100 masses obtained from the Digital Database for Screening Mammography
(DDSM).

Jothi et al. [15] proposed a tolerance rough set model for the classification of mammograms. An optimal
feature set is selected using the Tolerance Rough Set PSO-based Quick Reduct (STRSPSO-QR) and Tolerance
Rough Set-PSO-based Relative Reduct (STRSPSO-RR) methods. The results achieved helped to improve the
diagnosis accuracy of breast cancer.

Choi et al. [5] proposed an ensemble classification algorithm for the reduction of false-positive detections
on mammography database. For the detection of ROI, a contour-based unsupervised learning using multi-
level thresholding and wavelet model based supervised learning was used. The results of both supervised
and unsupervised methods were combined for the segmentation of ROI. The texture, shape, intensity, and
speculation index-based features were extracted from the segmented ROI. An ensemble classifier based on
adaptive boosting algorithm was developed for the detection of masses. It was observed that the proposed
ensemble-based classification system significantly reduces false positive detection when it was tested on the
mammogram database.

An ensemble supervised classificationmethodwas proposed in Ref. [1]. Twenty texture-based features of
benign andmalignant breast cases were extracted using gray level co-occurrencematrix. Then themaximum
difference method was employed to select a subset of six features, the method select features based on the
maximum difference between benign and malign dataset. These features were used to classify masses using
three supervised classifiers: K-nearest neighbors (KNN), Naive Bayes, and SVM. Finally, results were obtained
using the voting method. The experiment was conducted on 200 mammograms obtained from the DDSM.
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Mafarja andMirjalili [23] proposed two hybridmodels for feature selection based on theWhale Optimiza-
tion Algorithm (WOA). In the first model, the simulated annealing (SA) algorithmwas embedded inWOA. The
best solution found at each iteration of WOA was used in the second model. The performance of the model
was evaluated using standard benchmark datasets, and the results were comparedwith well-knownwrapper
feature selection methods.

Mohanty et al. [26] proposed a feature selection technique based on the Forest Optimization Algorithm
(FOA). FOA belongs to the family of wrapper-based feature selection technique. The optimal feature set
selected by FOA was used to classify mammograms using different classifiers, namely, SVM, k-NN, Naïve
Bayes, and C4.5.

The inspirations driving our proposed technique are as follows:
– poor performance of existing ensemble-based classifiers
– requirement to reduce type I error [false positive rate (FPR)]
– justification of the statement “Ensembles are better than single Decision Tree classifiers”
– requirement to use balance as well as large dataset for experiment
– The techniques must be useful to improve breast cancer diagnosis.

3 Proposed Framework
GA with AdaBoost and RF algorithms was used for feature selection. The features selected were used for the
classification ofmasses usingAdaBoost, RF, and single DT classifiers. The proposedmethodology is as shown
in Figure 1.

3.1 Feature Selection Using the Genetic Ensemble Method

The features extracted for the classificationofmasses are categorized into three types: intensity based, texture
based, and shape based. A total of 25 features extracted is shown in Table 1 [36, 37].

Themain objective of feature selection is to remove irrelevant or unnecessary features from the extracted
feature set. Feature selection techniques select the most relevant features based on four criteria: discrimina-
tion, reliability, independence, and optimality [19, 30].
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Figure 1: Proposed Framework.
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Table 1: Extracted Features.

1 Average gray level 14 Homogeneity
2 Average contrast 15 Sum average
3 Smoothness 16 Sum variance
4 Skewness 17 Sum entropy
5 Uniformity 18 Area
6 Entropy1 19 Perimeter
7 Energy 20 Compactness
8 Entropy2 21 Normalized standard deviation
9 Contrast 22 Area ratio
10 Mean 23 Contour roughness
11 Standard deviation 24 Normalized residual value
12 Variance 25 Overlapping ratio
13 Correlation

In this article, GA with AdaBoost and RF ensemble was used to select the most relevant features that will
improve the performance of a classifier. A detailed description about GA is given in the following section.

3.2 Genetic Algorithm

GA based on the Darwin theory of evolution signifies survival of the fittest. It is a computerized search and
optimization technique based on natural selection and natural genetics. The evolutionary nature of the tech-
nique leads to variousmodels for solving optimization problems [8, 11, 14, 25]. The process of feature selection
using GA with AdaBoost and RF is as shown in Figure 2. It consists of the following steps:

3.2.1 Population Encoding Technique

In this work, binary encoding technique was used for encoding each element or chromosome in a popula-
tion. Each chromosome or element in the population represents a possible solution of the feature selection

1. Load feature data set         //  651 samples of  25 features

2. Initialize GA  parameters
n // maximum iterations

ps // population size

nf // number of feature 

pc // Crossover probability

pm // Mutation Probability

np //  Number of parents

3. Define fitness function, f(Ci) = mean (accuracy) // classifier accuracy

4. Generate initial solution (i = 1,2,3,……ps)

5. Encode the initial solution using Binary encoding  technique

6. Compute  fitness of  initial solution using classification accuracy of 

AdaBoost/Random Forest classifiers

7. Select Best solution  

8. for i = 1 to n                          

9. for k= 1 to np/2                 

10. Select two parents p1 and p2 using Roulette wheel selection

11. Apply Crossover operation on p 1 and p2

12. Evaluate new offspring’s  // calculate fitness

13. end  loop k

14. for k= 1 to np

15. Select parent

16. Apply mutation on selected parent

17. Evaluate parent after mutation

18. End loop k                 

19. store the best solution ever found for current iteration

20. end loop i

21. Obtain the final result as optimal features

Figure 2: GA Ensemble-Based Feature Selection Algorithm.
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problem. An individual element in a population consists of 25 genes, one gene for each feature. A gene is
represented by two values. A value of ‘1’ indicates that the corresponding feature is selected, and a value of
‘0’ indicates that the feature is not selected. The search space consists of 225 chromosomes [38].

3.2.2 Fitness Evaluation

The fitness of each chromosome in a populationwas evaluated usingAdaBoost andRF classifierswith 10-fold
cross-validation. The fitness function of this GA ensemble is the classification accuracy of the classifier. It is
defined as follows:

fitness(Ci) =
∑︀n

1 accuracy(Ci)
n , (1)

where Ci is the subset of features and n is the number of iterations.

3.2.3 Reproduction Operation

Reproduction is the first operator applied on the population. It is also called selection operator. The Roulette
wheel selection strategy is used to select the best chromosomes based on their fitness value for crossover
operation. In this method, a chromosome is chosen from the mating pool (population) with a probability
proportional to the fitness. Thus, the probability of selecting the ith chromosome is as follows:

Pi =
Fi∑︀n
j=1 Fj

, (2)

where n is the number of chromosomes in the population and Fi is the fitness value of the chromosome. The
cumulative probability Pi of each chromosome is computed as follows:

Pi =
i∑︁

j=1
pj (3)

The chromosomewill be selected for crossover if Pi−1 <C<Pi. Parameter C is a randomnumber between
value 0 and 1.

3.2.4 Crossover Operator

Once the chromosomes are selected, a crossover operation is performed on them. The crossover operation
is performed with the hope that the new generation will be better than the previous one. It occurs with
crossover probability (pc). In this work, one-point or two-point crossover operation was performed on the
selected chromosomes. The one-point or two-point crossover was decided using the Roulette wheel selection
strategy.

3.2.5 Mutation Operation

Mutation is performed just after a crossover operation. A mutation operation is used to thwart the fall of all
solutions in a population into a local optimum of solved problem. It maintains diversity in the population.
Binary mutation is used to changes bits of the new child (new chromosome) randomly. The amount of bits
flipped is determined by mutation probability (pm).

The summary of the features selected using genetic ensemble method is as shown in Table 2.
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Table 2: Summary of Features Selected by Genetic Ensemble Method.

Input data size Number of Pop Feature No. of Feature Accuracy of
(features× iterations/method size set features selected feature
no. of cases) selected selection

(%)

25×651 50 (AdaBoost) 10 F1 12 1, 6, 7, 8, 11, 13, 14, 15, 19, 20, 21, 23 94.08
20 F2 11 1, 2, 6, 7, 13, 14, 17, 19, 20, 23, 24 96.15
30 F3 15 1, 3, 6, 7, 8, 9, 12, 13, 15, 16, 17, 18, 20, 22, 23 92.47

50 (Random Forest) 10 F4 10 1, 6, 9, 13, 14, 17, 18, 20, 21, 23 92.78
20 F5 15 1, 2, 6, 7, 9, 10, 12, 13, 14, 15, 17, 18, 19, 20, 23 92.70
30 F6 9 2, 4, 6, 8, 13, 16, 17, 20, 23 93. 30

Feature set F2 appears to be best among all subsets.

3.3 Classification

The proposedmethod used ensemble classifiers based on boosting and bagging techniques for the classifica-
tion of masses. An ensemble classifier uses multiple base classifiers to form a final classifier. A base classifier
may be DT, ANN, or SVM. The final classifier (ensemble) is better than the single classifier. The most popular
ensemble techniques used for classification nowadays are bagging and boosting.

3.3.1 Bagging

Bagging is oneof the earliest ensemble techniques, also knownasbootstrapaggregating [3]. In this technique,
each base classifier was trained on a subset of the training set. The training data of each base classifier were
created by sampling with replacement. Suppose D is the dataset, then each base classifier is trained using DK
samples. In bagging technique, prediction of base classifiers is achieved using the majority voting method,
i.e. the base classifier with a maximum number of votes is selected as the final classification. RF [4] is an
improved bagging algorithm. The RF algorithm uses DTs as base classifiers with sampling and replacement
method for generating the training data for each base classifier. Each independent base classifier is trained
using these bootstrap replicas. The RF consists of arbitrary number of trees, each vote for the most popular
class to determine the outcome. It is robust against over-fitting. Detailed description about bagging algorithm
is found in Ref. [4].

3.3.2 Boosting

In boosting, eachbase classifier is created sequentiallywheremoreweights are assigned to thenext classifiers
according to the error in the previous classifier. In this study, we used AdaBoost [9], which is one of the most
popular boosting algorithms. It takes training set S = {(i1, t1),. . . , (in, tn)} as input, where each ii belongs to I
and each label ti belongs to T = {−1, 1}. For each iteration, k = 1,. . . ., K, AdaBoost calls a given base classi-
fier, which acknowledges a succession of preparing illustrations S with a distribution or a set of weights over
the preparation case, Dk(i). The base classifier predicts the labels for such given inputs. In AdaBoost, a strong
classifier is formed by combing weak classifiers, i.e. by calling the weak learner repeatedly with a different
distribution of the training set. At each round, the weight of all incorrect cases is increased so that the next
iteration classifier receives greater weights on all incorrect cases. This will improve the predictive power of
weak classifiers. The predictions of all the classifiers are combined through weighted majority vote to form a
final prediction. The detailed description about the AdaBoost algorithm is found in Ref. [9].
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4 Results and Discussion
The proposed method was tested on 651 mammogram images, with 314 benign cases and 337 malignant
cases, obtained from the DDSM. The database is available at www.marathon.csee.usf.edu/Mammography/
Database.html [12, 13].

4.1 Parameter Selection for GA

As discussed in Section 3.1, optimal features are selected using genetic ensemble method. The GA uses the
following parameters:
– Number of iterations: 50
– Population size: 10, 20, 30
– Crossover probability (Pc): 0.9
– Mutation Probability (Pm): 0.1

The parameter values of GA were selected by the trial and error method. An algorithm was tested for a popu-
lation size of 10, 20, 30, 50, and 100, respectively, with a fixed number of iterations. The results obtained for
population sizes of 10, 20, and 30were found to be best in terms of accuracy of feature selection and computa-
tional time. For a population of size 50, an algorithm selects 13 features with an accuracy of 94.1%. Similarly,
for a population of size of 100, an algorithm selects 14 features with an accuracy of 95.5%. It was observed
that there was no significant improvement in the accuracy of feature selection with respect to increase in
population size, but computational time increases very significantly. This is the main reason of selecting the
population sizes of 10, 20, and 30.

An algorithm is also tested on crossover probability values of 0.7, 0.8, 0.9, respectively, and mutation
probability values of 0.05, 0.1, and 0.2. The best outcome was obtained for Pc 0.9 and Pm 0.1. Both of these
parameters influence the behavior and performance of GA [21]. These values are problem-specific.

4.2 Analysis of the Feature Selected Using Genetic Ensemble

The selection of the optimal feature subset depends on the fitness value. The fitness value of a solution is
the mean classification accuracy of AdaBoost or RF classifiers. One can observe from Table 2 that a total of
six feature subsets were selected using GA ensemble. Subsets F1 to F3 were selected using GA AdaBoost, and
F4 to F6 were selected using GA RF. All the subsets included varying numbers of features, selected based on
the mean accuracy of the classifier. Feature set F2 is the most significant feature subset having an accuracy
of 96.15% with 11 features. This indicates that GA AdaBoost selects the best feature subset than does GA RF.
AlthoughGARF selects feature subsetswith fewer number of features comparedwith GAAdaBoost, the selec-
tion accuracy of GA AdaBoost is better. Frequency of selection of each feature is as shown in Figure 3. One
can see from Figure 3 that feature numbers 6 (entropy), 13 (correlation), 20 (compactness), and 23 (contour
roughness) appear in every subset. Likewise, feature numbers 1 (average gray level), 7 (energy), 14 (homo-
geneity), and 17 (sum entropy) appear in at least four subsets out of six. These features play a significant role
in feature subset F2.

One interesting observation is that feature number 5 (uniformity) and feature number 25 (overlapping
ratio) have zero frequency. These features have no impact in the proposed method.

4.3 Training of Classifiers

Feature subset F2was used to train AdaBoost, RF, andDT classifiers, whichwere used to characterizemasses.
The training dataset (F2) consists of 651 samples of 11 features as shown in Figure 4.

The legitimacy of the outcomes created by the classifiers was guaranteed by a 10-fold cross-validation
method. In 10-fold validation, input samples are randomly divided into 10 samples. Out of the 10 samples,

www.marathon.csee.usf.edu/Mammography/Database.html
www.marathon.csee.usf.edu/Mammography/Database.html
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nine samples are used for training the classifier and the remaining one is used for testing the classifier. The
proposed AdaBoost algorithmwas implemented with ‘500’ trees with a depth value of ‘30’; RF algorithmwas
implemented with ‘500’ trees with three decision variables.

The progress of the error rate with respect to the number of tree for AdaBoost is as shown in Figure 5.
One can observe from Figure 5 that the training error was reduced significantly from the 20th tree to the 150th
tree, then remained steady up to the 500th tree. The training and out-of-bag (OOB) error for AdaBoost are
0.011 and 0.033, respectively.

The OOB error for RF algorithm is as shown in Figure 6. It has been observed that the error was reduced
significantlywith the inductionof trees, and itwas0.158 at the 500th tree. These errors areuseful for determin-
ing the optimal number of trees required for the construction of a classifier. From Figure 5, one can observe
that the optimal number of trees required for implementing AdaBoost algorithm is 200, because the error
rate is steady from the 200th tree to the 500th tree. Similarly from Figure 6, the optimal trees required for
implementing RF algorithm were 325, as the error was slightly increased after the induction of trees from 325
to 500.

The single DT classifier was trained and tested using feature set F2. It was implemented with a minimum
split value of 20, a maximum depth of 20, and a minimum number of buckets of 7.
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4.4 Performance Evaluation Parameters

The parameters illustrated in Eq. (4) to Eq. (9) were used to evaluate the performance of AdaBoost, RF, and
DT classifiers.

True positive rate (TPR) is also called sensitivity. It is defined as follows:

TPR =
True Positive (TP)

True Positive (TP) + False Negative (FN)
(4)

True negative rate (TNR) is also called specificity. It is defined as follows:

TNR =
True Negative (TN)

True Negative (TN) + False Positive (FP)
(5)

Accuracy (ACC) is defined as follows:

Accuracy =
TP + TN

TP + TN + FP + FN (6)

Error is the rate of misclassification. It is defined as follows:

Error =
False Positive + False Negative
True Positive + True Negative (7)

Type I error (false alarm) is a defined as FPR:

FPR =
FP

FP + TN (8)
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Type II error (false alarm) is a defined as false negative rate (FNR):

FNR =
FN

TP + FN (9)

Area under the ROC curve is another important parameter to measure the accuracy of classifiers. It is a
plot of TPR (sensitivity) against FPR (1-specificity), and its value lies between zero and one. The classification
model is said to be 100% accurate if its value is one [33].

4.5 Performance Analysis of Classifiers for the Entire Dataset

The performance of the classifiers for the entire dataset consists of 25 features and 651 cases, as shown in
Table 3. One can observe from Table 3 that the AdaBoost classifier is better than both RF and DT classifiers.
AdaBoost achieves an accuracy of 91.55% with overall misclassification rate of 8.45%.

4.6 Performance Analysis of Classifiers for Optimal Feature Set

The summary of the classifiers performance for selected (optimal) feature set F2 is as shown in Table 4. One
can observe from Table 4 that the AdaBoost ensemble is better than both RF and DT classifiers, while RF is
better than DT with respect to all the parameters considered for evaluating the performance of classifiers.
AdaBoost achieved the highest classification accuracy of 96.15% with 97.32% sensitivity and 95.9% speci-
ficity. RF outperformed the single DT classifier; it achieved an accuracy of 95.08% with 96.14% sensitivity
and 93.94% specificity. The single DT classifier showed the lowest performance with an accuracy of 85.4%.

As far as misclassification rate (error) is concerned, AdaBoost outperformed both RF and single DT clas-
sifiers. AdaBoost has a misclassification rate of 3.85%, while RF and DT classifiers have 4.92% and 14.6%,
respectively. The FPR or type I error and FNR or type II error for AdaBoost classifier have 5.09% and 2.67%,
respectively. Similarly, type I and type II errors of RF classifier have 6.05% and 3.85%, respectively. For the DT
classifier, it is 14.96% and 14.24%, respectively.

The abovediscussion shows thatAdaBoost andRF ensemble classifiers are far better than individual clas-
sifiers such as single DT. These classifiers improve the classification rate and FPR very significantly. AdaBoost
classifier improves the classification accuracy from 85.40% to 96.15%, a raise by 10.75% as of the single DT
classifier. As far as type I is concerned, it reduces from 14.96% to 5.09% for AdaBoost.

The comparative analysis of results presented in Table 3 and Table 4 shows that the performance of the
classifiers significantly improves with the use of the feature set selected by GA ensemble algorithm as com-
pared to the entire dataset. The overall misclassification rate for AdaBoost reduces to 3.85% with the use of
feature set F2 select by the GA ensemble as compared to 8.45% for the entire dataset.

Table 3: Performance of Classifiers for Entire Dataset.

Classifier Number of TP FN TN FP Sensitivity Specificity Accuracy Error
features (malign) (benign) TPR (%) TNR (%) (%) (%)

AdaBoost 25 313 24 283 31 92.87 90.12 91.55 8.45
Random Forest 25 310 27 282 32 91.98 89.80 90.93 9.07
Single DT 25 277 60 253 61 82.19 80.57 81.41 18.59

Table 4: Performance of Classifiers Using Feature Set F2.

Classifier Number of TP FN TN FP Sensitivity Specificity Accuracy Error
Feature (malign) (benign) TPR (%) TNR (%) (%) (%)

AdaBoost 11 328 09 298 16 97.32 95.90 96.15 3.85
Random Forest 11 324 13 295 19 96.14 93.94 95.08 4.92
Single DT 11 289 48 267 47 85.75 85.03 85.40 14.60
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4.7 Performance Analysis of Classifiers for the Area Under ROC Curve

An area under ROC curve is another important parameter to measure the accuracy of classifiers. The ROC
curve for the AdaBoost, RF, and DT classifiers is as shown in Figure 7, and calculated area under ROC
curve (AUC) with 95% confidence interval is shown in Table 5. The area under curve for AdaBoost is
AZ = 0.982 ± 0.004, and for the RF and DT classifiers, it is AZ = 0.986 ± 0.004 and AZ = 0.868 ± 0.015,
respectively. It has been observed that both AdaBoost and RF ROC curve values are close to 1 and both are sig-
nificantly better than that of the DT classifier. The RF classifier is slightly better than the AdaBoost classifier
by 0.4%.

4.8 Impact of Intensity, Texture, and Shape features

The impact of the intensity, texture, and shape features on classifier performance was analyzed using 651
cases for reduced feature set F2. The results of analysis are as shown in Table 6. FromTable 6, one can observe
that shape features are better than both intensity and texture features. It achieves the highest accuracy of
92.16% for the AdaBoost classifier, while intensity features are, marginally, better than texture features. Both
intensity and texture features achieved the highest accuracy of 91.7% and 90.93%, respectively. Analysis
shows that shape-based features have significant impact on the classifiers’ performance.
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Figure 7: Comparison of ROC Curves of AdaBoost, RF, and DT Classifiers.

Table 5: Area Under Curve for AdaBoost, Random Forest, and DT Classifiers.

Classifier Area (AUC) Std. error Asymptotic Sig Asymptotic 95% confidence interval

LB UB

AdaBoost 0.982 0.004 0.000 0.974 0.991
Random Forest 0.986 0.004 0.000 0.979 0.994
Decision Tree 0.868 0.015 0.000 0.838 0.897

Table 6: Impact of Intensity, Texture, and Shape Features on Classifiers Performance.

Features AdaBoost Random Forest Decision Tree

TPR (%) TNR (%) Acc (%) TPR (%) TNR (%) Acc (%) TPR (%) TNR (%) Acc (%)

Intensity 90.20 90.76 90.47 91.69 91.71 91.7 67.35 83.75 71.12
Texture 90.20 90.12 90.16 91.39 90.44 90.93 75.66 71.97 73.88
Shape 92.87 91.40 92.16 91.98 91.40 91.7 75.37 80.57 77.8

Acc, accuracy; TNR, true negative rate/specificity; TPR, true positive rate/sensitivity.
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Table 7: Comparison of Ensemble-based Methods.

Authors Database Total Cases used Sensitivity (%) Specificity (%) Accuracy (%) AUC Value

Elsayad [7] DDSM 961 92.23 90.93 91.53 0.914
Mc Leod and Verma [24] DDSM 100 – – 91 –
Zhang et al. [40] DDSM 543 – – 72 –
Luo and Cheng [22] DDSM 961 82.4 81.3 82.1 –
Banaem et al. [1] DDSM 200 96.66 97.50 97 –
Proposed (GA-AdaBoost) DDSM 651 97.32 95.90 96.15 0.982

4.9 Comparative Analysis of Proposed Method with Existing Ensemble-Based
Systems

The results of the proposed method, compared with other studies in literature, are as shown in Table 7.
The comparative study shows that the proposed GA ensemble method is far better than the methods

presented by other researchers. These methods are compared using statistical parameters like accuracy,
sensitivity, specificity, and area under ROC curve. The method proposed in Ref. [1] showed a slightly better
performance than the proposed one in terms of accuracy and specificity and a slightly lower performance for
sensitivity. Even though the accuracy of proposed method is down by 0.85%, the AdaBoost method is better.
As the success of the classifier depends on the feature selection and the number of cases used for testing the
performance of the classifiers, the use of very few and unbalanced cases (benign and malignant) affects the
performance of the classifier as well as feature selection process [16, 17]. Another reason is that the validity of
the model is not tested using parameters such as area under ROC curve. The proposed GA ensemble method
uses a large and balanced dataset, and it is validated using area under ROC curve. The GA ensemble method
appears to be the best among all the methods presented in Table 7.

5 Computational Complexity
The computational complexity of an algorithm plays an important role in the design of an efficient algorithm.
The complexity of the proposed GA ensemble algorithm (Figure 2) is O (N2* O(f)), where N2 is the complexity
of GA (line nos. 8 and 9) and O(f) is the complexity of fitness function (line no. 12).

6 Conclusion
In this article, authors examined the efficient methods for feature selection and classification of masses in
digital mammograms. The six subsets of important features were chosen using the genetic ensemble method
with 10-fold cross-validation. The most significant feature subset that achieved the highest classification
accuracy was used as input for training and testing three classifiers – AdaBoost, RF, and single DT. The
results of the methods demonstrate that AdaBoost is better than both RF and single DT. Both AdaBoost and
RF achieved high classification accuracy and low FPR. The outcome of the proposed method proves that
ensemble classifiers are far better than single classifiers. The proposedmethodhelps to improve breast cancer
diagnosis. In the future, we will focus on minimizing the misclassification error.
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