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Abstract: Recommender systems have focused on algorithms for a recommendation for individuals. How-
ever, in many domains, it may be recommending an item, for example, movies, restaurants etc. for a group
of persons for which some remarkable group recommender systems (GRSs) has been developed. GRSs satisfy
a group of people optimally by considering the equal weighting of the individual preferences. We have pro-
posed a multi-expert scheme (MES) for group recommendation using genetic algorithm (GA) MES-GRS-GA
that depends on consensus techniques to further improve group recommendations. In order to deal with this
problem of GRS, we also propose a consensus scheme for GRSs where consensus from multiple experts are
brought together to make a single recommended list of items in which each expert represents an individual
inside the group. The proposed GA based consensus scheme is modeled as many consensus schemes within
two phases. In the consensus phase, we have applied GA to obtain the maximum utility offer for each expert
and generated the most appropriate rating for each item in the group. In the recommendation generation
phase, again GA has been employed to produce the resulting group profile, i.e. the list of ratings with the
minimum sum of distances from the group members. Finally, the results of computational experiments that
bear close resemblance to real-world scenarios are presented and compared to baseline GRS techniques that
illustrate the superiority of the proposed model.
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1 Introduction
In today’s worldmore users become digitally linked so we have information surplus on the Internet. With the
undue growth of information, it becomes very complex for a user to find the information he/she is seeking for
[39, 40]. Internet search engines like Google and Bing are intended to provide useful and relevant informa-
tion to a user, but they are also losing their significance because of the difficulty in finding useful information
among thousands of results. This problem requires personalized web applications, which capture the most
pertinent and valuable information from diverse sources. There is an enormous number of applications of
web personalization in which recommender system (RS) [27, 36, 38] is the most notable application, which
will make straightforward content detection and information access in a most valuable way that would be
appropriate to users.

Generally, the aim of a traditional RS is to learn the behavior of users and, according to that, predict the
rating of items and then suggest the items having a maximum rating that users might like [3, 7, 9]. But there
are many such activities that involve a group of users, i.e. seeing a movie, going to a restaurant etc. [2, 6, 37].
I such a case, RSs that consider the taste and preferences of each member for the group of users are called
group recommender systems (GRSs). This is an active research area in the field of RSs. Recently, a large num-
ber of GRSs have been developed in order to deal with the challenges ofmaking recommendations for a group
of members [10, 22].
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Some well-known GRSs are Polylens, MESicFX, Intrigue, The Collaborative Advisory Travel System and
Travel Decision Forum [21] which recommend tourist attractions for a group of users and GRSK [17, 18].

The GRS is used to specify each user’s preferences and then find out a compromise point onwhich all the
members of the group agree equally. Most of the GRSs aggregate each member’s preferences to generate the
group profile; i.e. the system deals with each member’s profile in the same way. This technique of GRSs has
the following implications:

Mainly GRS techniques consider an equal weighting for all individual preferences while generating a
group profile; i.e. all members are optimally satisfied. Every time the system deals with each member’s pref-
erence in the same way, therefore, no member of the group is dissatisfied with the resulting group profile.
However, these systems ignore the interaction of members with each other within the group [3, 11]. The new
research in GRSs proves that it is more practical to consider each member’s behavior and the connection
between them.

Most of the GRSs use aggregation strategies to make a recommendation by considering each individual’s
preferences; i.e. each member has to communicate his/her preferences with the system. However, not all the
users feel comfortable while sharing their preferences with the system, as this is the private information of
every user in the group and it should not be made public. In other words, a GRS can also be treated as a
distributed system, where only the system knows which information is shared by the user [1, 9, 13].

Briefly, a GRS multi-expert scheme (MES) considers the following issues:
– In a group recommendation problem, a single list of items is needed that fulfils the needs of all group

members optimally.
– Every member of a group has different characteristics like individual preferences, relationship with other

members in a group etc. Therefore, each member shows different behavior while making a recommenda-
tion as a whole.

– Every individual’s preferences are private information, and the individual user makes a decision regarding
what information to share with other members in the group.

Therefore, the success of a GRS is determined based on how individual preferences are aggregated into group
preferences while considering the behavior of each member. To come up with the same preference, we have
developed aMES for consensus [17, 28, 30]. The idea behind our proposed work is that each expert in a group
maximizes his own utility (payoff) and reaches a mutually acceptable agreement. The consensus is a pro-
cess of successive offers and counter-offers that takes place in a discrete number of consensus rounds. In this
model, there are experts who act on behalf of each group member. Each expert in the group prepares the
model of the respective user preferences, which includes the attributes and issues considered in consensus.
Each expert communicates with all other experts in the group, and therefore this is not a centralized system
[31, 37, 44].

The proposed MES model is implemented in two phases: consensus phase and recommendation gen-
eration phase. A genetic algorithm (GA) based MES for GRSs (GA-MES-GRS) is developed. This multilateral
consensus scheme ismodeled asmanyone-to-onebilateral consensus schemes.Wehave appliedGA to obtain
the maximum utility offer for each expert in the group [4, 5, 43, 47]. At the end of the consensus phase, we
have generated the most appropriate rating for each user in the group. GA is also employed to produce a list
of ratings with the minimum sum of distances in the recommendation generation phase. To summarize, our
paper creates the following contributions:
– We propose a GA-MES-GRS scheme where multiple experts negotiate together to come up with a single

recommended list of items.
– First of all, in consensus phase, we have usedGA to findmaximumutility offer for each expert in the group.
– Second, in recommendation generationphase, theGAhas beenalso employed to find a list of ratingswhich

minimizes the minimum sum of distances.
– Finally, we evaluate the effectiveness of GA-MES-GRS scheme for a group of users against baseline

techniques of group recommendation.
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The rest of the article is arranged as follows. The details of the related work are presented in Section 2. In
Section 3 we have explained the proposed GA based approach to multi-expert based consensus process and
depict the functionality of the application with an example. Section 4 gives details of various experiments
conducted and the analysis of results obtained. In Section 5 we discuss the conclusions and outlined some
future work in Section 6.

2 Related Work
In this section we discuss the previous research area related to our work; these can be written off as GRS
techniques and consensus schemes for GRS and GA.

2.1 GRSs

Generally, the aim of a conventional RS is to study the activities of users and according to that predict the
rating of items and then propose the items having maximum rating that users might like. The major task of
GRS is to specify each user’s preferences and then find out a compromise point on which all the members of
the group agree equally. The idea behind group recommendation is to generate and aggregate the preferences
of the individual user. As explained in [22] themajor approaches to generating the preference aggregation are
(a) merging the individual recommendations, (b) aggregation of individual rankings and (c) construction a
group preference model. There are some GRSs that generate the group profile by considering equal weight-
ing for all members in the group and avoid the interaction among them. Examples of such type of GRSs are
MusicFX, Let’s Browse, Polylens, Intrigue, The Collaborative Advisory Travel System and GRSK [2, 6, 14].

Furthermore, the group profile is not always generated by aggregating of all individual preferences as
different members have different behavior. In recent years, several GRSs that consider each member’s per-
sonality and social connection among them have been developed. For example, Quijano-Sanchez proposes
a GRS that includes the personality and trust among groupmembers in order to improve the quality of group
recommendation. Furthermore, a memory of past recommendations is included to improve the accuracy of
GRS that enhances the satisfaction of users whose preferences have not been considered in past recommen-
dations. Another example of a GRS that focuses on the individual’s personality is described in Masthoff [33]
and GRec-OC [24, 31].

The baseline techniques of GRSs are Least Misery (LM), Most Pleasure (MP), Average Strategy, Borda
Count etc. [7, 8, 15].

2.2 GA

GAs provide suitable resolution without requiring detailed structural information about the search space by
mutually acceptable efficiency. Our proposed GA is used to drive the heuristic search methods to find near-
optimal solutions for large search spaces in the context of consensus among the group, over a set of potential
consensus solutions [25].

Evolutionary computation takes inspiration from the phenomenon of natural evolution and mimics the
Darwinian idea of survival of the fittest. With their intrinsic capabilities, these evolutionary and heuristic
strategies are popularly used to optimize problems, although the range of problems towhich they are applied
is quite wide [19, 25].

The selection operator chooses the chromosomes from the population on which genetic operators are
applied. Various schemes are possible to choose the chromosomes as parents in the crossover such as roulette
rank selection, tournament selection, Boltzmann selection andwheel selection. After selection, the crossover
operator is applied on the chromosomes to get possibly better offspring. The aim of the crossover operator is
to preserve and combine the best characteristics of the parents to evolve better new solutions. The crossover
operator explores the search space in diverse directions to get different attractive solutions and allows genes
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from different parents to be combined to produce a single child. The competent potential of the offspring
depends on the recombination operator used. Mutation operator is one of the most applied and widespread
for introducing genetic diversity into the population at the level of the individual in the literature [25].

The next generation of n + 1 generation is generated by replacing individual preferences in the current
population in generation nwith the application of genetic operators. The empirical also uses an elite strategy
where the best individuals of generation k are automatically transferred to the population of n + 1 genera-
tion, ensuring that the best solution found so far in the evolutionary process is always maintained by the
algorithm [19, 32].

2.3 Consensus

Consensus refers to the process by which a group of experts communicate with one another to reach a
mutually acceptable agreement [25].

A simple consensus space has 5- tuple consensus = <P, A, D, U, T> where,

P = finite set of consensus experts
A = A set of attributes perceived by all the experts
D = A set of attributes in the domain
U = A set of utility functions, i.e. each function for an expert
T = termination for each expert

The experts share information about a set of users, set of attributes and set of attribute domains before
the consensus process is initiated. Numerous bilateral consensuses are used to model a multilateral consen-
sus where in each turn an agent makes an offer for each of its opponents and stores the most beneficial
counteroffer [23, 25, 29, 42].

The agreement is reached if one expert makes a proposal that is at least as good for each other expert as
their own current proposal [35, 45, 49].

2.4 Consensus scheme for GRSs

This paper explains that a group of people is not able to use synchronous communicationmedia. At any point
of time, only onemember can interact with the consensus system and the rest of themembers of the group are
represented by expert users. In the first phase, eachmember specifies its preferences, the evolution criteria of
the utility of proposals and the relative utility of proposals for different members of the group. The aim of the
second phase is to come up with a mutually acceptable agreement through consensus between the current
user and the expert of absent users. Afterward,
(i) The experts compute an offer based on the specified choices of all members of the group.
(ii) The experts can accept or reject that offer according to the threshold specified by the equivalent real

group member.
(iii) The current member replies to this offer by accepting or rejecting it or adapting his/her preferences, and

the process goes back to step 1 again.

This process continues until the current member of the group agrees with the experts of other members or
runs out of time or interest. In this system, the information about preferences of every individual is private to
each one, and the decisions are made by real users.

The distributed structure of GRS facilitates the system to consider the behavior of different users. The
GRS presented in [4, 20] depends on the application of cooperative consensus methodology to generate
group recommendations. Here, each member of the group is characterized by an expert. Initially, the sys-
tem Trip@dvice [39, 41] is used to generate individual recommendation lists, and later, the actual consensus
process starts. Here, two consensus protocols are defined: Alternating Offers protocol, intended for direct
consensus among two users, and Merging Ranks protocol, designed for consensus among more than two
users.
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There are several other recommendation techniques that use MES to generate a recommendation for a
single user. For example, Garcia and Sebastia [16] describe a recommendation process for heterogeneous
group members. A GA based adaptive consensus expert model is described in [12, 26, 45, 49].

3 Proposed Framework
This section provides details about the proposed GA based MES consensus scheme for GRSs (MES-GRS-GA).
Basically, the aim of the consensus user is to maximize his own utility (payoff) and reach an agreement as
soon as possible. The consensus users are sharing a common interest but have different user preferences. So,
how they coordinate, how much the users reach consensus on some issue to maximize their own goal and
come up with the mutually acceptable agreement is a great problem.

3.1 Representation of Proposed Model

This section provides details about the proposed multi-attribute consensus scheme based on a GA where
multiple users work together to come up with a mutually acceptable agreement.

We assume a MES system with a finite set of users U = {u1, u2, . . . .. un} and a finite set of items I = {i1,
i2, . . . im}. Each item, in turn, has a finite set of keyword vectors V = {v1, v2, . . .vk} which give more specific
details about a movie (for example, story, actor, location, music, action etc.). In our work, we use four key-
words for each item. To collect the ratings of each criterion for each item, n matrices are required with each
of size m × k. Each entry of a matrix represents the rating of criteria of an item given by a specific user. The
weightsW = {w1, w2, . . .wk} given by every user to each criterion of the items are stored in a n × k matrix.

This multilateral consensus scheme is modeled as many one-to-one bilateral consensus schemes. Con-
sensus takes place in a discrete number of rounds. In each consensus round, each expert makes an offer in
alternate fashion, according to its preferences. If the offers from both experts (one offered and another exist-
ing user) overlap in a round, the consensus is successful and both parties reach an agreement. If the offers
do not overlap, then the consensus process continues to the next round where the experts may put the next
offer or agree on that offer. If there is no consensus after the limit is reached, one of the experts terminates
the consensus.

Our proposed MES-GRS-GA consensus scheme is considered as many one-to-one bilateral consensus
schemes in which an expert negotiates with each of its opponents and keeps the results isolated. We have
appliedGA toobtain themaximumutility offer for each expert in the group.At the endof the consensusphase,
we have generated the most appropriate rating for each expert in the group. GA has been also employed to
produce a list of ratings with the minimum sum of distances in the recommendation generation phase. Basi-
cally, a real-world consensus has large and very complicated consensus space with many issues like limited
resources, time constraint and information about the opponent’s preferences. To deal with these issues, the
baseline consensus model needs further improvements. Therefore, we have employed GA based consensus
to find optimal solutions (mutually acceptable agreement). The details involved in this work are discussed
below.

3.2 Learning Weight by Using Real-Valued GA

Until now, we considered the consensus process with some random weights given by each user to the
attributes. Practically, to improve the consensus process, we proposed an offline method to learn these
weights. Initially, some random weights are assigned to all features (a range is specified for every weight).
Every time crossover and mutation operator generates a new offspring with better fitness. In our GA
approach, the chromosome structure is explained in Figure 1with bit pattern is represented as a set of weights
[w1, w2, . . .w4], where the value of each weight lies between 0 and 1.
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Rankings 5 7 2 9

Bit
pattern

0 1 0 1 0 1 1 1 0 0 1 0 1 0 0 1

Figure 1: Chromosome Structure.

– Crossover and mutation operator
The crossover operator is used to preserve and combine the best chromosome of the parents from one gener-
ation to next to evolve better new solutions [19]. While crossover operates on two parents, mutation modifies
the chromosomes locally by changing one or a few of its characters.

Two parent chromosomes are given as

X1 = {x11, x12, . . . . . . , x1k} (1)

X2 = {x21, x22, . . . . . . , x2k} (2)

The arithmetic crossover operator produces two new offsprings according to the value of τ = U (0, 1).

X′1 = τX1 + (1 − τ)X2 (3)

X′2 = τX2 + (1 − τ)X1 (4)

where X′1 and X′2 are newly generated offsprings from X1 and X2 parent chromosomes.
The uniform mutation operator randomly selects one gene xi and sets it equal to a uniform random

number U (ai, bi) such that

x′j =

⎧⎨⎩ U (ai , bi) if i = j

xj otherwise
(5)

– Fitness function
The fitness function validates the diversion of the process toward its optimization goal by allowing the best
individuals to breed, which leads to a recommendation.

Recursively the chromosomes that obtain high fitness value are chosen as a parent in next generation.
The fitness function we employ here is the average difference between actual and predicted ratings for all
users in training.

Fitness =
1
nR

nR∑︁
j=0

|rj − p(rj)| (6)

3.3 Consensus Phase

In the Consensus phase we use GA to obtain the maximum utility offer for each user and generate the most
appropriate rating for each individual in the group.

Step 1. Generation of consensus preference list
Each expert generates the consensus preference list of items according to their rank and weights. Multi-
criteria rating systems have more information about the users and items to use in consensus process [38].
So multi-criteria ratings for an item can provide us more precise approximations about the opponent’s
behavior. Multi-criteria ratings correspond to user preferences for different components of an item, such as
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story, acting, direction and visuals in our proposed work. So we can find out the preference list of an expert
by the rating of different criteria.

ro = WSr1 + WAr2 + WDr3 + WV r4 (7)

where r1, r2, r3, and r4 are the ratings and wS, wA, wD, and wV are weights of story, action, direction and
visuals, respectively. These weights represent the priority that the user offers to the criteria while selecting a
movie. For instance, in this work, story criterionmight have a high priority, i.e. movies with high story ratings
are liked on thewhole, regardless of other criteria ratings [48]. Each user will calculate the final rating of each
item, and the item with maximum rating will be placed on the top of the preference list and so on. An item
with highest payoff value is known as the highest utility offer, and it is denoted as Omax for that expert, and
the same for its opponent is denoted as Omin. We compute the minimum distance offer to bothOmax and Omin
by applying GA.

Step 2. Computation of minimum distance offer between each pair of expert using GA
To support the consensus process in a real-world scenario, GA is proposed to find the optimal solution. We
employ GA to compute the offer which has the minimum distance to both Omax and Omin.
– Chromosome representation.Here, the chromosome structure is a sequence of binarynumbers representing

ratings for the attributes of an item, i.e. story, acting, direction and visuals, respectively.
– Population initialization. The initial population is randomly generated. Population size will be the number

of chromosomes in the population.
– Genetic operators.Genetic operators create new solutions; combine themwith existing solutions and select

between solutions in order to maintain diversity. Crossover and mutation are the most commonly used
genetic operators to produce new offspring.
(i) Selection operator. Roulette wheel selection method, also known as fitness proportionate selection,

is used to select the chromosome according to their fitness value. Each member of the population is
assigned a roulette wheel whose size is according to its fitness.

(ii) Crossover operators. For evolving better new offspring in both the consensus phase and recommen-
dation generation phase, the following crossover operators are used.
(a) Crossover point across ranking list. In this crossover, two parents X1 and X2 are taken, and a

number less than or equal to the size of the chromosome is randomly generated. The offspring
are generated by exchanging the rankings of the parents after that random point. Assume that
randomly generated point is 2 in Figure 2A.

(b) Crossover point within bit patterns. As described in case (a), two parents X1 and X2 are taken,
and a number less than or equal to the size of the chromosome is randomly generated. Again, a
number less than or equal to the size of bit pattern is randomly generated. The offsprings are gen-
erated by exchanging the bit patterns of the parents after that random point (only one-bit pattern
at a time) as shown in Figure 2B.

Mutation.Mutation operator randomly selects one gene and replaces its value by a randomly chosen value
(e.g. in Figure 3, value 6 is replaced by 7).

Replacement and elitism
By the application of genetic operators, the new population is generated by replacement of the individual
chromosome in the current population at generation n + 1 to generation n.

Fitness function
In the population in every chromosome, it is indispensable to measure the quality of the chromosome. This
is referred to as measuring the fitness of the possible solution represented by that chromosome.
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Parent 1
A

B

Rankings 5 10 7 8

Bit pattern 0 1 0 1 1 0 1 0 0 1 1 1 1 0 0 0

Parent 2                                                Crossover point 

Rankings 7 9 6 8

Bit pattern 0 1 1 1 1 0 0 1 0 1 1 0 1 0 0 0

Offspring 1

Rankings 5 10 6 8

Bit pattern 0 1 0 1 1 0 1 0 0 1 1 0 1 0 0 0

Offspring 2

Rankings 7 9 7 8

Bit pattern 0 1 1 1 1 0 0 1 0 1 1 1 1 0 0 0

Parent 1

Rankings 5 10 7 8

Bit pattern 0 1 0 1 1 0 1 0 0 1 1 1 1 0 0 0

Parent 2                              Crossover point 

Rankings 7 9 6 8

Bit pattern 0 1 1 1 1 0 0 1 0 1 1 0 1 0 0 0

Offspring 1

Rankings 5 10 4 8

Bit pattern 0 1 0 1 1 0 1 0 0 1 0 0 1 0 0 0

Offspring 2

Rankings 7 9 5 8

Bit pattern 0 1 1 1 1 0 0 1 0 1 0 1 1 0 0 0

Figure 2: Crossover Operators.
(A) Crossover Point across Ranking List. (B) Crossover Point within Bit Patterns.

Rankings

Bit pattern

Rankings

Bit pattern

5 8 6 10

0 1 0 1 1 0 0 0 0 1 1 0 1 0 1 0

Mutated chromosome (Offspring)

5 8 7 10

0 1 0 1 1 0 0 0 0 1 1 1 1 0 1 0

Chromosome

Figure 3:Mutation Operator.

Here the fitness function is minimum distance offer which represents the offer having minimum dis-
tance to both Omax and Omin and it is calculated by using weighted Euclidian distance formula (as shown
in Equation 8), that is,

dist(o⃗x , o⃗y) =

⎯⎸⎸⎷ |A|∑︁
i=1

wi(dxi − dyi )
2 (8)

where the distance between Omax and offer is denoted as D1 and distance between Omin and offer is denoted
as D2. The absolute difference between D1 and D2 represent the distance of an offer from Omax and Omin.

Fitness = abs(D1 − D2) (9)
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Therefore, the optimization problem that proposed scheme aims to resolve the minimization of this
function.
Case 1: After applying GA for each pair of experts, if there exists an offer with the minimum distance to both

Omax and Omin then store that offer.
Case 2: If there is no such offer then one of the experts (in alternate fashion) propose the new offer with a

slight decrement in payoff value and again apply GA to find such an offer for a new pair of offers.
Case 3: After exchanging all the offers, if there is no minimum distance offer and no new offer to propose

then end the consensus process without reaching an agreement.

Step 3. Stopping Criteria
GA stops when there is no significant improvement in the fitness value after 10 consecutive generations.

At the end of consensus phase, we have generated the minimum distance offer between two experts.
Repeat this process for every pair of experts to find the minimum distance offer for each pair of experts and
aggregate the offers to generate the most appropriate ranking list for every individual in the group [32].

3.4 Recommendation Generation Phase

The input to this phase is themost appropriate rank list of every individual, generated in the consensus phase.
Here, again we employ GA to find the aggregation list that minimizes the sum of the distance from the input
lists. At the end of consensus phase, we have a n × k matrix where ith row represent the rank of the ith user
for k criteria, as shown in Figure 4.

The recommendation generation phase takes place in following steps:

Step 1. Chromosome representation
Here, the chromosome structure is a sequence of rating for the attributes, i.e. story, acting, direction, and
visuals, respectively.

Step 2. Initialization of population
In this step, we unsystematically generate initial population, i.e. the number of chromosomes in the
population.

Step 3. GAs using genetic operators
The genetic operations are implemented on the current population to generate a new generation.

– Selection operator
The selection operator selects chromosomes from the population on which genetic operators apply. Here, we
use roulette wheel selection method.

– Crossover operator
After selection, the crossover is applied on the chromosomes to generate offspring. Here, edge recombination
operator (ERO) crossover is used to retain andmerge the best characteristics of a parent to generate offspring.
The main steps of ERO are following:
(i) Randomly choose the initial number from one of the two parent lists. This number is known as a current

number.
(ii) Eliminate all occurrences of current number from the left-hand side in the parent list.

User v
1

v
2

v
3

v
4

u
1

u
2

3 4 1 2

4 5 2 3

Figure 4: The User Criteria Rating Matrix.
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(iii) If there is an entry in the edge list of current number, go to step (iv); otherwise, go to step v.
(iv) The number in the edge list of current number with the lesser number of entries in its edge list becomes

a current number. Goto step ii.
(v) If there is any unvisited number, then randomly choose a number and goto step ii. Otherwise, stop the

process.

– Mutation operator
Here, scrambled sub-list mutation operator is used to introduce the diversity in the population. A sub-list of
numbers is chosen from the parent list and scrambles the list without changing the rest of the chromosome
as shown in Figure 5.

Step 4. Fitness function
The fitness function is the minimum sum of distance offer which represents the sum of the distance for each
individual in the group. We have to find the offer which has a minimum sum of the distance. In order to
generate such an offer, the Sum of Kendall tau distance (Sum-KtD) formula is used [6, 40].

Sum − KtD(σ, r1, r2, . . . ., rn) =
n∑︁

i=1
K(σ, ri) (10)

Now, we have to find out a permutation that minimizes the sum of Kendall tau distance. The KtD is the
number of pairs of distinct integers σi and σj such that 1 ≤ i and j ≤ n where σi and σj are in opposite orders
in each ranking.

– Stopping criteria
GA stops when there is no significant improvement in the fitness value after 10 consecutive generations.

At the end of recommendation generation phase, we have generated an aggregation list that minimizes
the sum of the distance from the input lists.

3.5 Main Steps of the Proposed Model

The main steps of our proposed MES-GRS-GA are given below:
Step 1: Initially, apply GA to learn the weights of each criterion for every individual in the group.
Step 2: Generate the consensus preference list according to both equal weights (EW) and learned weights

(LW).
Step 3: Generate through consensus scheme the most appropriate ranking list for every individual with a

maximum payoff in the group by using GA.
Step 4: Apply GA to generate the recommendation list thatminimizes the sumof the distances from the input

lists.

Chromosome

Rankings 5 1 2 4

Sub-list

Mutated chromosome (Offspring)

Rankings 5 2 4 1

Figure 5: Scrambled Sub-list Mutation Operator.
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4 Experimental Evaluation
In this section, we describe the computational experiments performed to evaluate and analyze the effective-
ness of the proposed scheme. In Subsection 4.1, we describe the data set used and evolutionary parameter
settings. Thenext subsection shows the effectiveness of proposedGAbased consensus scheme (MES-GRS-GA)
over baseline consensus scheme [25].

4.1 Experimental Setup

The real data sets that completelymatch our problem are not publicly available, to the best of our knowledge.
Therefore, to evaluate our proposed model, we have conducted experiments on the synthetic data sets that
feature close resemblance to a real-world scenario. The characteristics of such simulated networks closely
match the real-world settings. We evaluated our proposed model on two data sets.
1. The first consensus profile consists of 10 users and 15 items. Each user gives a rating to all the four keyword

vectors of every item. The weights for each criterion take values from the interval of [0 1]. We construct five
different consensus groups. In the first consensus group, we generate identical experts (i.e. having the
same preferences) and use it as a control group; all other groups are experimental groups. Each successive
group is designed with 20% increment in preferential difference.

2. In the second consensus profile, we evaluate the effectiveness of the proposed model when varying the
group size and baseline GRSs techniques. It consists of five groups with group sizes equal to 2, 4, 6, 8
and 10.

4.2 Experiments and Results

This section provides details on the results of the experiments performed to evaluate our proposed approach.

4.2.1 Evolutionary Algorithm Parameters

The effectiveness of GA based schemes often depends on the selection of proper values for algorithmic para-
meters. There are four core parameters (i.e. crossover probability Pc, mutation probability Pm, population size
and threshold). The first three parameters are the same for both the phases. Table 1 represents the setting of
these parameters to find optimal solutions in all cases.

Three performance measures, joint payoff (JP), success rate (SR) and consensus rounds (CR) are used to
measure the effectiveness of the proposed MES-GRS-GA. JP is calculated as the sum of two expert’s utilities
according to their utility functions at the end of the consensus. SR is defined as the number of cases for which
consensus process ends with an agreement. The consensus used is described below:
– MES-GRS-GA-EW: Multi-expert consensus scheme for GRS based on GA with equal weights.
– BCS-EW: Basic consensus scheme with equal weights.
– MES-GRS-GA-LW: Multi-expert consensus scheme for GRS based on GA with learned weights.
– GA-BCS-LW: Basic consensus scheme with learned weights.

Table 1: Criteria of the Evolutionary Algorithm.

Parameter Value

The probability of crossover Pc 0.8
Probability of mutation Pm 0.2
Size of population 40
Threshold (for consensus phase) 0.0005
Threshold (for recommendation generation phase) 1.0
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The following measures are used to estimate the relative efficiency of MES-GRS-GA-EW against BCS-EW:

∆Utility =
JPMES-GRS-GA-EW − JPBCS-EW

JPBCS-EW
× 100% (11)

∆SuccessRate =
SRMES-GRS-GA-EW − SRBCS-EW

SRBCS-EW
× 100% (12)

The measures used to estimate the relative efficiency of MES-GRS-GA-LW against GA-BCS-LW are the
following:

∆Utility =
JPMES-GRS-GA-LW − JPGA-BCS-LW

JPGA-BCS-LW
× 100% (13)

∆SuccessRate =
SRMES-GRS-GA-LW − SRGA-BCS-LW

SRGA-BCS-LW
× 100% (14)

Experiment 1
The purpose of this experiment is to show the effectiveness of GA based multi-expert consensus scheme for
GRSs over baseline consensus scheme. Themain assumption is thatGAbasedmulti-expert consensus scheme
for GRSs performs better in a real-world consensus scenario. Here, we also compare the performance of the
proposed scheme with EW and LW. First, we compute the average utility and success rate using equal values
of weights for the keyword vector. In the next case, a real-valued GA is used to evolve the weights for each
user as defined in Subsection 3.3.

Figures 6 and 7 depict the average ∆Utility, ∆SuccessRate, for different consensus groups, and it is clear that
in the utility for our scheme, MES-GRS-GA is better than BCS for both equal and LW. A positive value of ∆Utility
and ∆SuccessRate indicates that the utility and success rate of MES-GRS-GA approach is much more than that
of BCS. As depicted in Table 2, the numbers of consensus rounds are much less for our proposed MES-GRS-
GA as compared to BCS both for equal and LW. Further, the results show that the proposed scheme with LW
consistently outperforms, for all the consensus groups. As expected, for the control group, the performance
of MES-GRS-GA and BCS is identical. Indeed, the performance gap increases between these systems as the
preferential difference between buyer and seller increases.

Experiment 2
In this experiment the aim is to show the effectiveness of GA based multi-expert consensus scheme for GRSs
over baseline consensus scheme.Weanalyze the effectiveness of theproposedmodelwhenvarying the group.
It consists of five groups with group sizes equal to 2, 4, 6, 8 and 10.

Figures 8 and 9 depict the comparative utility and success rate, respectively, for different group sizes.
A positive value of utility and SR denotes that our proposed scheme is better than baseline consensus
scheme. Further, the results show that the performance gap increases between these systems as the group
size increases.
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Figure 6: Comparison of ∆Utility (i) Utility for BCS-EW and MES-GRS-GA-EW; (ii) Utility for GA-BCS-LW and MES-GRS-GA-LW.
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Figure 7: Comparison of ∆SuccessRate (i) Success Rate for BCS-EW and MES-GRS-GA-EW; (ii) Success Rate for GA-BCS-LW and
MES-GRS-GA-LW.

Table 2: Comparison of Consensus Rounds (i) Equal Weights: CR for BCS-EW and MES-GRS-GA-EW (ii) Learned Weights: CR for
GA-BCS-LW and MES-GRS-GA-LW.

Group size Equal weights Learned weights

BCS-EW CR MES-GRS-GA-EW CR GA-BCS-LW CR MES-GRS-GA-LW CR

2 16 8 11 4
4 49 27 33 19
6 71 54 52 35
8 119 98 95 73
10 153 132 138 117
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Figure 8: Comparison of ∆Utility (i) Utility for BCS-EW and MES-GRS-GA-EW; (ii) Utility for GA-BCS-LW and MES-GRS-GA-LW.
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Figure 9: Comparison of ∆SuccessRate (i) Success Rate for BCS-EW and MES-GRS-GA-EW; (ii) Success Rate for GA-BCS-LW and
MES-GRS-GA-LW.

Experiment 3
The results show that the proposed GA based consensus scheme for GRS gives a recommendation list of rat-
ingswhichmaximizes each expert’s utility and has theminimum sumof the distance. This experiment shows
group satisfaction level (GSL) with EW and with LW for five different group sizes as shown in Figure 10 that
clearly indicates that the large size group less satisfy instead of small size group.

We measure the satisfaction level of different groups with EW and LW. GSL is defined as follows:

GSL = 1 − (Minimum Sum of Distances)
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Figure 10: Group Satisfaction Level (GSL) with Equal Weights (GSL-EW) and with Learned Weights (GSL-LW) with Varying Group
Size.
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Figure 11: Group Satisfaction Level (GSL) with Equal Weights (GSL-EW) and with Learned Weights (GSL-LW) with Varying Group
Size.

It is clear from Table 2 that the satisfaction level of small size groups is higher than that of the large size
groups.

It is clear from Figure 11 that the high similarity groups have large satisfaction levels as compared to the
groupswith distinct preferences, i.e. the identical group has themaximum satisfaction level, and it decreases
with increments in preferential difference.

Experiment 4
In this experiment, we have to evaluate the effectiveness of our modal GA based consensus mechanism for
a group of users against the baseline techniques of group recommendation. To assess the efficiency of this
scheme, we use a standard “IR measure”, i.e. “Normalized Discounted Cumulative Gain (nDCG)” [3]. Let p1,
p2, . . . pk be a classified list of elements produced as a group recommendation. Let u be a user and rupi the true
user rating u for the most element pi. The discounted cumulative gain (DCG) and normalized DCG (nDCG) in
the k range are, respectively defined as follows:

DCGu
k = rup1 +

k∑︁
i=2

rupi
log2(i)

(15)

nDCGu
k =

DCGu
k

IDCGu
k

(16)

where IDCG is the maximum possible gain value for user u. In Figure 12, the effectiveness of the proposed
scheme is compared with baseline GRSs techniques, i.e. LM, MP, average strategy and Borda count which
clearly demonstrate that the proposed scheme outperforms all the baseline GRSs techniques.

5 Conclusion
In ourwork,wehavedevelopedGAbased framework for themulti-expert system (MES)wheremultiple experts
communicate together with the purpose of obtaining a recommendation for the whole. The MES is modeled
as many one-to-one bilateral consensuses.
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Figure 12: The Effectiveness of the Proposed Model with Baseline GRSs Techniques.
(A) The Preferential Difference in Groups. (B) Varying Group Size.

The GA based consensus scheme for GRSs is implemented in two phases. We have applied GA in the
consensus phase to generate the offer that maximizes an expert’s payoff in the group, whereas in the rec-
ommendation generation phase, again we have applied GA to obtain the minimum sum of distances and
generated a final recommendation rating list that satisfies all the group members adequately. The results of
this work provide experimental evidence that demonstrates the effectiveness of GA based consensus scheme
for GRSs in terms of better accuracy. MES-GRS-GA has shown promising results in terms of the satisfaction of
group members when compared to different baseline rank aggregation techniques.

6 Future Work
As for future, we would like to extend our work to more complex consensus environments and explore how
these changeswould affect the agreement. A fascinating future directionwould be to assimilate trust-distrust
strategies [34, 46] during the consensus process to further improve the proposed scheme. Further, theweights
given to each expert can be learned through GA, and its effect on consensus also needs to be investigated.

Acknowledgments: The work presented here has been supported partly by DST-PURSE and partly the
RGNF-SRF to the scholar.
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