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Abstract: Computational models are based on symbolic architecture. For this reason, computational models 
function problematically in dynamic, noisy, and continuous environments. The ACT/R (Adaptive Control of 
Thought-Rational) model is also problematic, as it is purely based on symbolic architecture like other com-
putational models. The ACT/R decision-making process is based on the production operator on the input 
subject set. This approach firstly does not make a non-linear mapping between input and the decision-mak-
ing result in ACT/R. Secondly, it is not possible to decide on the input subjects with a continuous input range 
because of the need to introduce numerous rules. The objective of presenting the ACT/R-radial basis function 
(RBF) hybrid architecture method was to create a communication network between input concepts in which 
the reception of and decision making on a combination of subjects and symbols are possible. Moreover, a 
non-linear mapping between input and the decision-making result can be created. The said capabilities have 
been obtained by the combination of ACT/R with an RBF neural network and calculation of the decision-
making centers in the said network using clustering. The empirical experiments indicate desirable results in 
this regard.
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1  �Introduction
Decision making is a cognitive process in the mind whose result is to select an alternative among all alter-
natives based on the available conditions [1]. Nowadays, researchers use cognitive architecture to simulate 
the decision-making process [25]. One of the advantages of using cognitive architecture in decision-making 
processes is to investigate all possible alternatives for the elements on which decision making is done [20]. 
This is possible by relying on the interaction of the knowledge specified in the cognitive model and declara-
tive knowledge [26]. The main problem of the approaches that are based on rational models and decision-
making principles is ignoring the decision-making cognitive abilities. In recent years, most of the studies 
have focused on dimension reduction and extracting high-level features while neglecting the basic cognitive 
aspect of decision making [17].

Regarding the introduced issues, a model is needed for decision making that takes into consideration the 
cognitive capabilities with respect to the data classification ability. It should be noted that cognitive decision 
making is done based on the obtained information from the environment, and it is probable that the results 
do not have a direct relationship with the early parameters (the relationship between the output and input 
of the system is completely non-linear). Therefore, a series of measurable parameters are needed to simulate 
decision making in the computer and make it computational; these parameters are very implicit [4, 30].
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ACT/R (Adaptive Control of Thought-Rational) [5] is one of the modeling methods developed based on 
cognitive architecture. The decision-making process in ACT/R is done based on cognitive architecture [5]. 
In the ACT/R architecture, the production operator on the set of subjects is used for decision making [24]. 
This approach causes the inability for creating a linear relation between decision-making system input 
and output. Moreover, it is not possible to decide on the subjects with a continuous input range because 
of the need for numerous rules. As such, this paper sought to use the capabilities of cognitive architec-
ture and eliminate the said problems. As a result, the model would be able to decide on a set of subjects 
with discrete and continuous input value range. Hence, the proposed method in this paper combines a 
radial basis function (RBF) neural network [3] with an ACT/R model to implement the decision-making 
process.

In this method, the RBF neural network helps the ACT/R model to generalize and improve decision 
making. The educational data centers are saved as procedural knowledge [2] in the ACT/R model. The 
declarative knowledge is also used to help decision making in this hybrid model. The cluster centers related 
to the values of the subjects are extracted with an early preprocessing and using an unsupervised cluster-
ing method. The cluster center sets are used as decision-making centers in the RBF neural network. If the 
input is of the needed difference from the saved rules in procedural knowledge, the RBF neural network is 
used for decision making. The three-dimensional (3D) Gaussian function is used in this model to compare 
each of the input phrases and the set centers. The numerical representation of the knowledge in a way that 
it enables the model to decide is another challenge that will be discussed later. In Section 2, the cognitive 
structure in the ACT/R model and the RBF neural network will be reviewed. In Section 3, the proposed 
method is explained. Finally, the experiments and the results of the implementation are investigated in 
Section 4.

2  �Literature Review
ACT/R is a model of the human cognitive process that is developed and used by cognitive science physicists 
[2]. ACT/R is a cognitive architecture using cognitive principles for decision making [2]. The ACT/R model 
presents some theories about simulation and cognition perception in the human brain. The brain structure 
theory presented by ACT/R seeks to explain the cognition formation in the human brain. The said theory in 
ACT/R software is able to simulate various samples of task completion in different areas [7]. Although ACT/R 
is mainly used by researchers of cognitive physiology, the presented theories can be used and developed in 
the field of modeling in ACT/R and other cognitive architecture. In the current section, the ACT/R architecture 
and experiment of using neural network in cognitive architecture are briefly reviewed.

2.1  �ACT/R Architecture

The ACT/R architecture includes a set of modules. Each module performs a special cognitive operation and is 
independent from other modules. However, the modules can communicate with each other. The relationship 
between modules is provided by an interface called buffer memory. Each module may include some buffer 
memory numbers to communicate with other modules.

2.1.1  �Perceptual-Motor Module System

The perceptual-motor module system (ACT-R/PM [11]) was added to the ACT/R system as a result of second-
ary modifications. Because of the said modules, the user interactions in the environment can be modeled by 
ACT/R-PM. In an ACT-R/PM system, there are two perceptual and cognitive motor layers.
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2.1.1.1  �Perceptual-Motor Layer
The perceptual-motor layer is a connector between the cognitive layer and the outer environment. This layer 
contains modules responsible for handling the input sensors. Moreover, the reaction on the external environ-
ment (defined) is made possible by the system perceptual-motor layer.

2.1.1.2  �Cognitive Layer
In this layer, the input data are processed based on the knowledge available in ACT/R system and cognitive 
architecture.

2.1.2  �Knowledge Presentation in ACT/R

There are two methods of knowledge presentation in ACT/R. These two methods provide the basic conditions 
for doing the final processing. They include declarative knowledge [8] and procedural knowledge [8]. These 
two kinds of knowledge always interact with each other to do decision making in a cognitive architecture.

2.1.3  �Knowledge Interaction in the ACT/R Cognitive Layer

The procedural knowledge and declarative knowledge need to interact with each other to do decision making 
in the cognitive layer. The knowledge interaction in the ACT/R cognitive layer is seen in Figure 1.

In Figure 2, the memory is shown as a rectangle. Memory buffers are also shown as elliptic. The “Retrieval” 
is the buffer of declarative knowledge memory and the “Goal” is the buffer of Goal memory [24]. The Goal 
buffer is used for keeping the information of the control the model needs for doing the present tasks. The blue 
arrow indicates information reception by a module from another module. The procedural knowledge memory 
always interacts with the buffer of declarative memory (recycling memory) and the buffer of the Goal memory 
in receiving information related to the requests and sending information.

2.2  �Artificial Systems Based on the Theories of Mind

The attempts to design of artificial systems capable of simulating important aspects of human cognitive abili-
ties have a long history. In order to achieve this goal, theorists have tried to interpret the mind by using two 
different theoretical approaches: computationalism [22] and connectionism [24].

2.2.1  �Computationalist Model

Computational model followers are trying to implement high-level cognitive functions of the mind through 
symbolic architecture [19]. Computational theory and symbolic architecture solve the problem of high-level 
cognitive functions of the mind. The main problem with symbolic architecture is that all information must 

Figure 1: Relationship between Declarative and Procedural Knowledge Memory in the Decision Making Process [6].
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be presented in the symbolic form. Thus, with the rise of high-level cognitive functions, it gets into trouble. 
Recognizing symbols in noisy and dynamic environments is another problem of symbolic architecture [3]. 
ACT/R clearly belongs to the “symbolic” field [28].

2.2.2  �Connectionist Model

According to the connectionism theory, the mind is a network of connection. The connectionism theory 
attempts to describe mental phenomena by interconnected networks of simple and uniform units. The biggest 

Figure 2: Structure of the RBF Neural Network Used in the ACT/R-RBF Hybrid Model.
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problem with connecting models is the implementation of high-level cognitive function. Followers of the con-
nectionist model focus on biological realism of the neuron model. The most used type of connectionist model 
is the artificial neural network model [13].

2.2.3  �Connectionist Computational Model

It is clear that both the computationalism and connectionism theories in the description of the function of 
the mind have serious structural defects. On the one hand, both theories interpret the important aspects of 
the mind. Hence, some scholars have tried to merge the computational theory and the connecting theory. 
Wermter [29] presented a hybrid connectionist natural language processing. Garcez and Lamb [12] proposed a 
connectionist computational model for epistemic and temporal reasoning. In their opinion, merging of com-
putational and connectionist systems into neural-symbolic systems is more effective than purely symbolic or 
purely connectionist systems.

2.3  �Using Neural Network in Cognitive Architecture

Recently, the use of cognitive architecture in neural network has been considered in research papers. One 
important instance is use of a cognitive neural network for learning and communicating through natural 
language [13]. In the above research paper, procedural knowledge was used for language communicative 
interactions. Another important research paper is applying cognitive neural network to cyber security [21]. In 
the above research paper, declarative and procedural knowledge is also being used to improve the security 
model. Both papers are based on the human cognitive process. The need for interaction between humans and 
the neural network model has led to the use of the cognitive model.

3  �Proposed Method
The ACT/R model also uses symbolic architecture. As previously mentioned, symbolic architecture is prob-
lematic in dynamic, noisy, and continuous environments. The reason behind this problem is the lack of 
symbol definition for an unknown or modified status. Given the above-mentioned issues, symbolic architec-
ture does not have the ability to make proper decisions in continuous data environments. On the other hand, 
connectional models – such as neural networks in noisy environments – are dynamic, continuous, and even 
more flexible. Therefore, it has been proposed to combine the ACT/R model with a connectional model to 
improve the decision-making performance of the ACT/R model. With an increase in the range or continu-
ity of the data set space of a subject, more rules need to be defined to cover all inputs for decision making 
about the subject. As mentioned in Section 1, even if numerous rules are defined for decision making about 
a subject in continuous environments, there is the problem of the lack of linear consistency between the rule 
input and the decision-making result. Therefore, it is necessary to create a communication network between 
input concepts in which a combination of subjects with continuous input range and symbols can be received 
and decided upon. Furthermore, the model should be able to create a non-linear mapping between input and 
decision-making result. In the proposed method, a combination of an RBF neural network and ACT/R cogni-
tive architecture has been used for decision making. The purpose of this is to combine a computational model 
with a connectional one.

Using a classification method like RBF based on the initial rules in conditions where the input values 
have a relative difference from initial rules has been defined as a proposed solution. Moreover, in the pro-
posed method, the interaction between the RBF neural network and declarative knowledge has been taken 
into consideration for redefining input and making a better decision. The RBF neural network uses RBFs as 
activity functions [15]. The output of this network is a linear combination of RBFs for the input parameters 
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and neurons. The RBF neural network is used for approximation, prediction, and interpolation of time series 
[15]. Using non-linear membership functions like the Gaussian membership function provides the possibility 
for non-linear mapping in this kind of neural network.

3.1  �Representation of Knowledge in the Proposed Method

The representation of knowledge and using it in the neural network is one of the most important challenges 
in this study. For doing this, the represented rules and knowledge should be distinctive from other rules and 
knowledge as much as possible, and knowledge representation should not make any problem in the deci-
sion-making process. Declarative and procedural knowledge are two kinds of knowledge used in the ACT/R 
model and it is sought in this section to introduce a solution for its representation.

3.1.1  �Representation of Declarative Knowledge

This knowledge is related to obvious concepts we are aware of. In the proposed method, it only suffices to 
save declarative knowledge including the rules and necessary functions. The format of the used declarative 
knowledge is provided below.

	

 is 
 is 

i i

j j

Subject Subject
Proposition Proposition

′

′

� (1)

where 1 ≤ i ≤ N, 1 ≤ i′ ≤ N1, 1 ≤ j ≤ M, 1 ≤ j′ ≤ M1.
The parameter N represents the number of the subjects, N1 shows the number of the phrases that can 

be substituted with ith subject, M shows the number of the propositions, and M1 represents the number of 
the phrases that can be substituted with ith proposition. To be used in the neural network, the subjects and 
propositions should be represented in a way that they can be distinguishable. The manner of representation 
has been provided in the next section.

3.1.2  �Representation of Procedural Knowledge

As mentioned, procedural knowledge is presented in the form of if-then statements. The presentation format 
of procedural knowledge is provided below, according to subject and proposition.

	 IF    is    Then  .YSubject Proposition � (2)

If decision making is done based on several rules, the format of the procedural knowledge is presented as 
below:

	

  1   

1 1IF (   is   ) (   is   ) Then . 
Term Term S

S SSubject Proposition Subject Proposition Y∩ ∩
����������� �����������

… � (3)

In above phrase, S is the number of the terms used in a procedural knowledge. To base each term as a deci-
sion-making center, it should be put as the set center. To do this, the (Subjecti, Propositioni) 1 ≤ i ≤ S pair is 
put as the center of the membership function used in the neural network and the signed distance function. 
For example, for the term “IF Water is Low Then Y,” the (Water, Low) pair is selected as one of the decision-
making centers. The manner of numerical representation of the subjects and propositions is one of the most 
important available challenges. The subjects and propositions of each subject should be valued in a way that 
they do not interfere with propositions of another subject. It is attempted to classify the subjects proportion-
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ally and based on their similarity. Consider four subjects of water, beer, university, and school. An example of 
the numbers fitted to subjects that have firstly been approximately determined is presented in Table 1.

This method of initialization for the subjects is done at first in a relative and subjective form and is carried 
out to create a maximum distinction between them. However, in continuing, the values assigned to them are 
changed at the stage of educating the linear weights in the RBF network again. The secondary changes are 
in such a way that the risk of final decision making is reduced in the education process. If the propositions 
are quantity descriptive, the numbers assigned to them should be coordinated with the prepositions. For 
instance, a sample of the coordination of numbers with the prepositions is presented in Table 2.

In Table 2, the prepositions Very High, High, Medium, Low, and Very Low have been attributed to the 
numbers in the time slot of 1 to 5. What is of special importance at the beginning of initialization is the inter-
ference of assigned values of propositions of one subject and the other ones. Because the values of subjects 
have been determined in such a way that they could just be differentiated, the σ value related to the subjects 
should be determined by clustering on the first data if possible, so that the interference of propositions of one 
subject and the other subjects by Gaussian membership function is reduced. By this method, the proposi-
tions of the other subjects do not get a considerable membership value from the membership function of our 
favorite subject. Most of the times, the prepositions are numeral; so, there is no problem in their representa-
tion. However, it should be noticed that, at this time, all the prepositions should be normalized in a certain 
range.

3.2  �Configuration of the Proposed RBF Neural Network: Module

The RBF neural network consists of at least three layers. The number of layers can be increased in the RBF 
network; however, for the reason of using one layer with radial functions, the network should have at least 
three layers. The RBFs provide the external estimation on the basis of centers of the cluster and the entrance.

3.2.1  �Training the RBF Neural Network

The RBF networks are usually trained by a two-step algorithm [27]. At the first step, the decision-making 
centers for RBF functions are selected at the hidden layer. The centers are selectable by two methods. At the 
first method, the centers are able to be sampled randomly of some of the sets of examples. In the second 

Table 1: Initial Values Attributed to Subjects.

Subject Value

Water 1
Beer 2
University 9
School 10

Table 2: Initial Values Attributed to Propositions.

Proposition Value

Very Low 1
Low 2
Medium 3
High 4
Very high 5
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method, the centers are determined by the use of an unsupervised algorithm. The second method has been 
used in the RBF neural networks by the proposed method. It means that at first, the centers of clusters (centers 
of decision making) are extracted by use of the K-means algorithm [27]. Also for this purpose, at first, all the 
used rules in the membership function have similar effects; all the weights on the link of the input-hidden 
layer have been regarded 1. At the second step, the linear weights are arranged simply with regard to the 
output of the hidden layer and purpose value.

3.2.2  �Membership Function Used in the RBF Network

Usually, the Gaussian normal function is of favorable radial functions in the RBF neural network [10]. Also, in 
the proposed method, the Gaussian normal function has been used in the RBF neural network. Whereas the 
input is two dimensional (subject and proposition), the 3D Gaussian normal function [14] has been applied 
as the membership function. Any term of procedural knowledge is selected as one of the cluster centers. Any 
input is compared with all the cluster centers to receive the proper membership value. The manner of arrang-
ing the 3D Gaussian normal function, ϕi, with the center of (SubjectI, PropositionI) and the input of 1 2( , )i iX X  is 
presented as follows:

	

1 2 2 2

2

[( ) ( ) ]

21 2
2

1,  .
2

( )
i i i i

i

X Subject X Proposition

i i iX X e σϕ
πσ

− − + −

= � (4)

The membership value that the network gives the vector of input values would be equal to Eq. (5):

	

1 2 2 2

2

( ) ( )

21 2
2

1

1, 
2

( )
i i i i

i

X Subject X Proposition
S

i
i

X X e σϕ
πσ

 − − + − 

=

= ∑ � (5)

1 2 1 2 1 2 1 2
1 1where  ( , ) ( , ), ,  ( ,  ), ,  ( ,  ),i i S SX X X X X X X X= … …

where S is the number of terms of procedural knowledge and equal to the number of saved centers in the 
network. The centers set are also used in the distance calculation module.

3.2.3  �Structure of the Proposed RBF Neural Network

First of all, centers 1
iC  and 2 ,iC  1 ≤ i ≤ S, are determined via an unsupervised pre-training process, to determine 

the membership of the input to the ith sub-objects and the ith statements to the training data. 1  iC  and 2
iC  are 

the centers of decision making in regard of the ith subjects and ith propositions in ith terms of training vectors. 
Some changes have been considered for the purpose of using the RBF neural network in the process of deci-
sion making. The use of AND gate for the multiplication on the rules is one of these changes. This work is 
done for the purpose of implementing the format of executing the procedural knowledge in the ACT/R model. 
For this purpose, for external calculation, all the values of the internal layer and the weights related to them 
are multiplied.

Due to implementation of Eq. (5), the first-layer weights are determined as shown below:

	

If    , Then 1
 .

    else, 0
ij

ij

i j V
V

≠ =
=

� (6)

With regard to the used membership function, the first output of the network would be equal to 
Eq. (7):
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where f is the activation function that its parameters, as presented in Eq. (8), are arranged in the distance 
module and RBF radial function.

	

1

1 2

2

1
0 .

1

Z Limit
Limit Z Limit
Z Limit

 >
 ≤ ≤
− <

� (8)

In fact, Limit1 and Limit2 are the amounts of distance from the input to the choices of decision making that on 
the basis of them, the decision making is assigned to the procedural module or the neural network.

3.3  �Distance Calculation Module

The membership function and the centers used in the distance calculation module and the RBF neural 
network are the same. Also, for the purpose of being harmonious in calculating the distance, the σ value 
is considered the same for the distance calculated on the module and RBF neural network. The amount of 
distance of input X = (X1, X2) has been presented in Eq. (9) with the regard of the vector of centers of decision 
making C = (C1, C2) for an input rule with S term.

	

1 1 2 2 2 2

2

[( ) ( ) ]

2
211 2

1
2, . ( )

i i i i

j

X C X C
S

ii
e

Distance X X
S

σ

πσ

− − + −

==
∑

�
(9)

In Eq. (9), the sum of membership values has been divided on S to normalize the distance between 0 and 1.

3.4  �Proposed Model Architecture

In the proposed architecture, the centers extracted by the K-means clustering method play a key role. At first, 
the input is compared with the center of clusters. The value of the determined distance of the input from the 
centers of clusters means the defined difference of the input from the first rules. In this model, D-flip flop [18] 
is used as a cache memory. In Figure 3, the hybrid ACT/R-RBF architecture model is presented.

In Figure 3, L1 and L2 are the limits set for using modules. The input X in the hybrid ACT/R-RBF architec-
ture model is in the format of Eq. (10):

	

1 2

1 2 1 2 1 2
1 1

( ,  )
( , ), ,  ( ,  ), ,  ( , )

where  1
i i S S

X X X
X X X X X X

i S

=
=

≤ ≤
… … � (10)

In Eq. (9), the pair 1 2( , )i iX X  is equal to ith subject and proposition of the set of the input sentences. In Figure 3, 
at first, the input is sent to three flip flops (nos. 1, 2, and 4) in addition to the distance module for interim 
maintenance, so that if needed, by activating them, the input is used for the intended part. The value of input 
distance from the centers of cluster is extracted by the distance calculation module. If the distance is lower 
than the determined value, L1 (Distance ≤ L1), for the final decision making, the input is directly sent to the 
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procedural knowledge module so that the answer is calculated in ACT/R in a conventional way. If the distance 
is in the determined limit (L1 ≤ Distance ≤ L2), flip flop no. 2 is excited so that the input is sent to the RBF neural 
network. The RBF neural network determines the output with regard to the centers of decision making. As 
it was mentioned, the centers of decision making are the same centers of clusters that have been extracted 
by an unsupervised clustering algorithm in the first preprocessing. In the third mood, if the distance is more 
than the determined value L2, the input rules set is sent to the declarative knowledge module so that the 
subjects or propositions are exchanged, if possible. With the change of some of input rules, the processes of 
calculating the distance from the cluster centers and the decision making are performed again. In this model, 
the interaction of the input with the declarative knowledge has been considered. This interaction is described 
in Figure 4.

If the neural network present the output 0 (it means finding no answer), flip flop no. 1 is excited and 
sends the input to the distance calculation module. If the distance is bigger than the determined value, L2 
(Distance > L2), the input is sent to the declarative knowledge module. In this part, if possible, the other sub-
stitute is selected for the subject or proposition based on the defined format of that (Section 3.1). With this 
work, the revised sentence X′ = (X′1, X′2) is produced that can result from obtaining the answer from the RBF 
neural network or even directly from the procedural knowledge module.

The produced answers, if the obtained output is not zero, are saved in the procedural knowledge module 
by the RBF neural network with the input related to it that has been respectively saved in flip flops no. 3 and 

Figure 3: Hybrid ACT/R-RBF Architecture Model.
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no. 4 so that they can be used continuously. However, the results of the RBF neural network would play no 
role in clustering and changing the first centers.

4  �Experimental Results
The data set game Deal or No Deal [9] has been selected for the experimentation of the proposed method. In 
this game, the banker contacts you with regard to the account and presents some suggestions that you can 
accept (Deal) or reject (No Deal) and continue the game.

All the educational sentences are used as the procedural knowledge in the procedural knowledge 
module. If the input is determined for each of the sentences saved at the range of distance, the decision 
making is directly done by the ACT/R model and the procedural knowledge module. For instance, the first 
row in Table 3, as presented in Eq. (11), is saved in the procedural knowledge module.

	

IF (   )     26     4( ) ( ) ( )
( )   34.9   1    2.9  Th( ) n  .( e)
Education is College Gender is male Age is StopRound is
Amount won is Round is Bank offer is No Deal

∩ ∩ ∩
∩ ∩ ∩

� (11)

These rules, in addition to the procedural knowledge module, are also used as the decision-making 
centers in the RBF neural network. For example, the decision-making centers in RBF neural networks have 
been presented in Eq. (11) based on the centers of clusters that have been extracted from the educational rules 
after clustering.

	

IF (     ) (     ) (    17) (    6)
(       21.3) (    2.5) (      12.8)  Then  
EducationisSchool Gender ismale Ageis StopRoundis
Amount won is Roundis Bank offer is Deal

∩ ∩ ∩
∩ ∩ ∩

� (12)

Procedural
knowledge

Declarative
knowledge

Y

Y

Yes

No
If answer

found

RBF
neural

network

Calculate distance of
sentences X
from centers

(distance calculation module)

Start
get input X = (X1, X2)

Send found answer to procedural knowledge module
(for using next decision making process)

Send
sentences X

to
procedural

module

Send sentences X
to declarative

knowledge module

Distance > L2

Distance < L1 L1 <Distance < L2 Send sentences X
to RBF network

Revised sentences
X’ = (X’1, X’2)

Figure 4: Interaction Diagram of Input with Declarative Module for Recreating Rules of Input Sentence by User of Saved Hypoth-
esis in the Declarative Module.
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Eight 3D Gaussian membership functions are applied for decision making on the basis of eight terms of the 
procedural knowledge in Eq. (12). Each of the terms is used as the center in each of the Gaussian membership 
functions. To continue, the parameters of the RBF neural network and then the used distance module are 
presented in Table 4.

The approximate value of σ has been determined with regard to the mean of standard deviation in the 
set of clusters of subject and proposition. The obtained values have been, respectively, σSubject = 5.07 and 
σProposition = 4.27. However, in the experiments, it has been attempted to experience σ about twice the σ of exper-
imental data and also the σ equal to zero. In experiment no. 1, the value of standard deviation for the subject 
of σSubject = 0 has been done for σProposition = 0, σProposition = 5, and σProposition = 10. The results of experiment no. 1 are 
presented in Figure 5.

As it is observed in Figure 5, if σSubject = 0 and σProposition = 0, the precision of hybrid model and ACT/R would 
be the same in the best situation, because with the radius of membership function being zero, a neural 
network like the ACT/R model is practically changed to the implementer of the terms. In the experiment 1-2, 
the function of the hybrid model is improved by the selection of a σ near to the value of mean of standard 
deviation obtained from the clusters of proposition data. In experiment 1-3, the care of the hybrid model is 
reduced by making distant the value of σProposition from the actual value. In the experiments set no. 2, the value 
of σ has been done for σSubject = 5, σProposition = 0, σProposition = 5, and σProposition = 10. The results of experiment no. 2 are 
presented in Figure 6.

By making the proper value of σSubject near to the mean of standard deviation in the clusters of subject, the 
precision of decision making in experiment 2-1 has been improved in comparison to the similar experiment 
1-1. However, the best function is related to experiment 2-2 in which the values of σSubject and σProposition have been 
selected similar to the values of mean of standard deviation in the set of clusters of subject and proposition. 
In the set of experiments no. 3, the value of deviation has been done for σSubject = 10, σProposition = 0, σProposition = 5, 
and σProposition = 10. The results of experiment no. 3 are presented in Figure 7.

As is observable in the set of experiments 3-1, 3-2, and 3-3, the precision of the hybrid model has been 
decreased in comparison to experiment 2-2. By making distant the values of σProposition and σSubject from the value 
of the mean of standard deviation in the cluster sets of subject and proposition, the care of the hybrid model 

Table 3: Part of the Training Dataset Used in Determining the Center of Cluster and Procedural Knowledge.

Player Education Gender Age Stop Round Amount Won Round Bank Offer Deal or No Deal

1 College Male 26 4 34.90 1 2.90 ND
2 College Male 23 4 11.25 4 4.70 ND
3 University Female 21 4 11.25 1 9.90 ND
4 School Male 16 4 34.90 4 34.90 D
5 College Male 26 8 17.50 2 3.80 ND
6 University Male 22 4 11.25 3 11.85 D
7 School Female 16 4 34.90 1 17.7 D
8 School Male 17 4 34.90 3 20.20 ND
9 College Female 16 8 17.50 4 15.10 D

Table 4: Values of Parameters of the RBF Neural Network and Distance Calculation Module.

Parameter Value

Input nodes 8 × 8
Output nodes 1
Epoch 30
σProposition 0, 5, 10
σSubject 0, 5, 10
Radial basis membership function 3D normal Gaussian function



608      N. Rezazadeh and T. Banirostam: ACT/R-RBF Hybrid Architecture for Decision Making

is also decreased. However, what is observable in all the experiments is that the care of the hybrid model is 
never lower than the ACT/R model. In the worst situation, the RBF neural model for making a decision like 
the ACT/R model is changed to an implementer of a set of input terms that, in this regard, the hybrid model 
would have a care similar to the ACT/R model. Empirical experiments have shown that the ACT/R model is 
problematic in dynamic and continuous data environments.

Decisions made by symbolic architecture-based models on relatively different inputs with the defined 
symbols are not always appropriate. Empirical experiments have shown that the RBF neural network can 

Figure 5: Comparison of the Precision of ACT/R and Hybrid ACT/R-RBF Decision-Making Model for σSubject = 0.

Figure 6: Comparison of the Precision of ACT/R and Hybrid ACT/R-RBF Decision-Making Model for σSubject = 0.
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solve the decision-making problem based on features with an unlimited input range by using RBFs. It also 
has the ability to make decisions on a set of continuous and discontinuous data. Experimental results have 
indicated that a hybrid architecture can be effective in environments where decisions are made on a set of 
numbers and symbols. The implementation results have shown that using a connectional model, such as the 
RBF neural network, can improve the performance of the ACT/R model.

5  �Final Conclusion
The proposed method has been designed so as to minimize the symbolic architecture-related shortcomings of 
the ACT/R model as much as possible. The main weakness of symbolic structure is its inefficacy in dynamic, 
noisy, and continuous environments. Therefore, it has been tried to use a connectional model in combination 
with the ACT/R model to improve the performance of the ACT/R model. By doing so, the RBF neural network 
has been used as a connectional model, as it can make decisions based on the proximity to the data center.

By the increase of input range for the subjects and the existence of one non-linear mapping between the 
input and output data of decision making, the model based on the ACT/R cognitive architecture would not 
be useful. The main reason for this inability is the need for the definition of unlimited rules to cover all the 
situations of input of the studied subjects and the inability in creating a non-linear mapping for the reason 
of using the implementation rules. Thus, in this article, it has been tried to improve the ACT/R architecture 
by the use of the RBF neural network and by having the ability of decision making about subjects with con-
tinuous and numeral values. One RBF neural network, with regard to the selection of proper parameters, 
especially the proper radius, can improve the results of decision making in combination with a cognitive 
architecture such as ACT/R.

In the proposed model, it has been tried to use the features of the ACT/R cognitive architecture, if pos-
sible. According to the data set applied in the experiments, the proposed model provides the situation for 
making a decision based on the rules that the continuous and non-continuous input data have been executed. 
The need for pre-processing in the RBF neural network is one of the shortcomings of the proposed method. 
Precise determination of the standard deviation parameter is another shortcoming of the proposed method. 

Figure 7: Comparison of the Precision of ACT/R and Hybrid ACT/R-RBF Decision-Making Model for σSubject = 10.
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Furthermore, it is not possible to precisely determine the centers of the clusters, especially when there is not 
enough statistical data available. In such a situation, decisions may be made not based on the actual clusters’ 
centers. Hence, the accuracy of the decisions will be reduced due to the lack of statistical data.

High flexibility and decision making based on a set of continuous data and symbols are among the most 
important advantages of the proposed method. Structurally, the model used in the proposed method is a 
computational-connectional model. In addition to maintaining the functionality of the ACT/R model and the 
symbolic structure, the proposed method can use the connectional capabilities of the RBF neural network. 
Finally, the proposed method can produce a more flexible model of decision making on a set of continuous 
and discontinuous data. In summary, the presented research has been able to use machine learning for gen-
eralizing and improving cognitive decision making.
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