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Abstract: Face detection plays important roles in many applications such as 
human–computer interaction, security and surveillance, face recognition, etc. 
This article presents an intelligent enhanced fused approach for face recogni-
tion based on the Voronoi diagram (VD) and wavelet moment invariants. Discrete 
wavelet transform and moment invariants are used for feature extraction of the 
facial face. Finally, VD and the dual tessellation (Delaunay triangulation, DT) are 
used to locate and detect original face images. Face recognition results based on 
this new fusion are promising in the state of the art.
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1  Introduction
Face recognition is a challenging research area in the field of computer vision 
that remains incremental over the time due to its utmost need in security and 
access control applications. Several issues make automatic face recognition a 
very difficult task, especially when variations of images of the same face occur 
due to possible changes of some parameters such as pose, illumination, expres-
sion, motion, facial hair, glasses, and background [12, 19]. However, these param-
eters are unavoidable and negatively affect the performance of face recognition 
systems. Other factors also contribute such as from camera quality, light inten-
sity, and video control.
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Literature is replete with several techniques using two-dimensional (2D) 
images for face recognition tasks. Some perform under a medium illumination 
variation, although the performance drops when both illumination and post
changes occur [26]. The postvariation factor is also a challenge in this field. For 
instance, the algorithm yields false positive results when rotations occur. It is 
always difficult to deal with head rotation, and therefore, it affects the authenti-
cation process even though the security camera can create viewing angles outside 
of this range [1]. In addition, the facial expression factor is very important, which 
affects the high-frequency components of the experiment [17]. Another factor that 
also affects face recognition performance is the occlusions, i.e., when the face is 
obstructed by foreign effects such as hair, hand, beard, and so on. These factors 
negatively affect face recognition system performance.

Xie et al. [26] proposed a new method of concentric circular Fourier–Zernike 
descriptors for face image retrieval. The descriptors are created using two main 
steps. First, the original square image is converted into a circular image; then 
the circular image is partitioned into several concentric circular sub-images in 
a new polar coordinate space. Second, local invariant Zernike moments for each 
concentric circular sub-image were calculated and applied to one-dimensional 
Fourier transformation on these Zernike moments to obtain the Fourier–Zernike 
descriptors. The experimental results were reported on the AR grayscale-face 
database and ORLFERET mixed-face database. A novel scheme for human face 
detection in color images under non-constrained scene conditions was presented 
by Lu et al. [11]. Color clustering and filtering based on the vector quantization 
(VQ) technique were performed on the original input image, providing binary 
skin color regions. To provide a set of candidate face areas, constrains related 
to shape and size of faces were considered. Finally, mouths were searched in all 
of the candidate face regions using a mouth detector to verify each face region. 
Researchers claimed their method efficient and robust to head rotation to some 
extent. However, no results were reported.

Few researchers have exploited the Voronoi diagram (VD) for face recogni-
tion. Cheddad et al. [4] suggested a method for the segmentation of the human 
face from still images using VD. They presented a face location and extraction 
step that generates clusters of intensity values using the vertices of the external 
boundary of the Delaunay triangulation (DT). Their results are robust, precise, 
and independent of translation, rotation, and scaling. However, the presence of 
background intensities similar to the face intensities in the image may cause a 
problem for segmentation decisions [11]. The DT of the facial feature has a dif-
ferent size in a different area, which can classify the size of DT using VD. Fur-
thermore, it can separate a different facial image into a number of regions that 
represent the skeleton of the skin [27]. In addition, Dobrina and Dominique [6] 
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proposed the discrete Delaunay method based on the Voronoi graph and DT for 
boundary extraction from a voxel object. Their result shows that the method 
allows a polygonal boundary representation that is guaranteed to be two-mani-
fold and is successfully transformed in a triangular quality mesh.

The most recent approaches are proposed particularly to solve facial expres-
sion and illumination. Wong et  al. [24] presented dual optimal multiband fea-
tures for face recognition that are invariant to illumination and facial expression 
variation. They used a wavelet packet transform that decomposes image into 
frequency sub-bands, and a multiband feature fusion technique was incorpo-
rated to select the optimal multiband feature sets. Although the proposed system 
achieved a high recognition rate under different illumination and facial expres-
sion variations, the strategy needs a high processor speed and memory [28]. 
Jadhav and Holambe [9] described a face recognition system based on the combi-
nation of radon and wavelet transform that is invariant to illumination and facial 
expression variations. The DC component of the low-frequency sub-band was 
removed during the testing of algorithm performance in illumination variation. 
The proposed system achieved high recognition accuracy in the variation of facial 
expression and illumination separately.

In addition, Celik et  al. [3] proposed a method for facial feature extrac-
tion using the directional multiresolution decomposition offered by complex 
wavelet transform. They used the dual-tree implementation of complex wavelet 
transform using two parallel discrete wavelet transform (DWT) with different 
low- and high-pass filters in different scales. The linear combination of sub-
bands generated by the two parallel DWTs is used to generate sub-bands with 
complex coefficients. The resultant performance gets better, provided that the 
diversity in the illumination conditions is less. Moreover, Nanni and Luminia 
[16] presented a multiexpert approach for a wavelet-based face detection based 
on the multiresolution analysis of the face. The images are decomposed into 
frequency sub-bands with different levels of decomposition using different 
wavelets. Although this method provides a faster detection and reduces false-
positive results without discarding real face images, it only works on an upright 
frontal face image.

In this study, we propose a new scheme to enhance the performance of a face 
recognition system based on the fusion of VD, DWT, and moment invariants. The 
aims of this work are to (i) solve the problem of illumination of the facial image, 
(ii) apply process step using VD for segmentation and detection on grayscale 
face images, and (iii) integrate three processing method: VD, DWT, and moment 
invariants. The article is further organized into five sections. Section 2 describes 
the block diagram. Face segmentation and detection using VD are described in 
Section 3. Face extraction based on DWT and moment invariant step is reported 
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in Section 4. Section 5 discusses the experimental results. Finally, the conclusion 
is given in Section 6.

2  Framework of the Proposed Approach
In this study, the system is based on several modules in a sequential architec-
ture, as shown Figure 1. We used a 2D frontal face image from a standard data set 
(BioID face database), which included several illuminations and without glasses.
1.	 Preprocessing step: Preprocessing is normally included in all image-process-

ing applications [26]. Accordingly, in this research, the image is preprocessed 
by applying square morphological, Gaussian low-pass filter, median filter, 
and histogram equalization.

2.	 VD face segmentation and detection step: In this step, the face is seg-
mented. Therefore, VD and DT are used to detect points for face image 
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Figure 1. Block Diagram.
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identification. To detect the eyes on an image, a predesigned rectangle 
template (like window) is applied to crop the face. The output is the facial 
image.

3.	 Extract with DWT: To attain a wavelet coefficient and a wavelet sub-band facial 
image, wavelet decomposition based on 2D DWT (Daubechies mother wavelet 
“db4” level 1) is applied to the facial image acquired in the previous step.

4.	 Feature extraction: Central moment invariants computed from sub-band 
facial image, similitude invariants, orthogonal invariants, and similitude 
with orthogonal invariants are fused. Accordingly, 21 feature vectors per 
facial image are acquired.

5.	 Classification step: The feature vectors acquired represent the face image and 
are used for training and testing. However, to classify and verify face images, 
the minimum Euclidean distance is broadly applied in the state of the arts. 
Therefore, in this research, the minimum Euclidean distance is also applied 
for the classification and verification of face images.

3  Image Processing Based on VD/DT

3.1  Voronoi Diagram Content

VD, or Voronoi tessellation, is a well-known technique in computational geom-
etry that generates clusters of intensity values using information from the vertices 
of the external boundary of DT. VD has been revived several times, and a compre-
hensive review of its variations and applications can be found in Ref. [18]. Further-
more, Blum and Nagel [2] proposed an algorithm for the computational analysis 
of the skeleton and the construction of VD/DT on the boundary of a shape image. 
It is presently used in many research areas; however, researchers primarily focus 
on its use in skeletonization and generation of Euclidean distances.

This research work exploits the triangulations (i.e., Delaunay) generated by 
the VD [17]. The VD set of “sites” (points) is a collection of regions that divide the 
plane. Each region corresponds to one of the sites, and all the points in one region 
are closer to the corresponding site than to any other site. Given a set of 2D points, 
the Voronoi region for a point pi is defined as the set of all the points that are closer 
to pi than to any other points. The intersections of the Voronoi regions for the set of 
points construct the Voronoi diagram. Additionally, it has geometric features such 
as Voronoi edges and Voronoi vertices. A Voronoi edge is a boundary line segment 
limiting its associated Voronoi region. A point on the Voronoi edge is associated 
with two input points such that each point on a Voronoi edge is equidistant from 
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these two points. A Voronoi vertex is an intersection of Voronoi edges and is asso-
ciated with three or more input points such that each Voronoi vertex is equidistant 
from these input points as shown in Figures 2 and 3, respectively [7].

Let a set S = {p1, p2, …, pn} of n distinct points in the plane. The Voronoi cell 
V(pi) of a point pi ∈S is defined in the following:

	 V(pi) := {q ∈R2 : d(pi, q)}  ≤  d(pj, q), i ≠ j}.� (1)

Here, d(p, q) denotes the ordinary Euclidean distance between p and q:

	
2 2( ) ( )p q p qx x y y− + −

�
(2)

The VD V(S) of S is the family of subset of R2 that consists of the Voronoi 
cells and all of their intersections. The bound of a Voronoi cell consists of Voronoi 
edges and Voronoi vertices. A point q ∈R2 is on the Voronoi edge (pi, pj) if

	 d(q, pi) = d(q, pj) and d(q, pk)  ≥  d(q, pi) if k ≠ i, j. � (3)

A B C

Figure 2. (A) Set of Point, (B) VD, and (C) DT.
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Figure 3. VD Component. V(S) = Voronoi Diagram (solid lines); DT(S) = Delaunay Triangulation 
(dashed lines); w = Voronoi Vertex; p, q, r, s = Co-circular Site Degree 4.
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3.2  Face Image Segmentation Phase

Image segmentation is a basic step in almost all image-processing applications [21]. 
In image analysis of face segmentation, identification and isolation into regions 
are mandatory in order to distinguish between the object image’s so-called fore-
ground and the part of the non-object’s so-called background. However, before 
segmentation, preprocessing is carried out to enhance the quality of the original 
image such as lighting uneven effects, noise, and the impact background on the 
object. The proposed procedure used square morphological, Gaussian low-pass 
filter, median filter (to remove noise), and histogram equalization. Consequently, 
the grayscale values of the face images are reduced to 27.87%, which enhanced 
the speed and reduced memory usage. Additionally, the histogram equalization 
stage enhanced the image intensity contrast to generate a convex hull to be used 
in next stage. The convex hull of a set of featured points is the smallest convex 
set containing these points that have the outer boundary of VD. However, few 
selection points (fewer than 255) are selected [17]. The represented point sets can 
reflect dense point sets, and a set of unique dot patterns are attained. The two 
global maxima are obtained from the host image histogram, which obtains the 
minima between these two peaks. Finally, we set all points below the first peak 
and all points beyond the second peak to zeros, and then we set all points that 
are also equal to zeros to be equal to the argmax (peak1, peak2). Hence, it yields a 
local flip effect image histogram as shown in Figure 4. The new set points for the 
part of the convex hull corresponding with the DT were sorted in ascending order 
to form ranges to merge or split regions accordingly:

	 Valnew(x) = |(Val(x) – max(Val(x)))|, � (4)

where Valnew(x) represents the highest frequency in the host image histogram.
To locate the face region, the authors have introduced distance transfor-

mation to separate the face region from the background, which used function 
operators on the Euclidean distance between two points (DisT  ≥  threshold value). 
Next, a well-known strategy for face estimation and segmentation is used, which 
includes ellipse fitting, cross correlation, and the Euler number. From a previous 
step, the eye position in the original face image is detected, and finally, the arbi-
trary square angle (the so-called window), with a size of 200  ×  200 pixels, is used 
to crop the face image automatically. The targets of this phase of facial image 
detection consist of the eyes, nose, and mouth as shown in Figures 5–7.

number of face located accuratelyCorrect location rate 100
total face images

 
= ×  
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4  �Face Extraction Based on DWT and Moment 
Invariant

4.1  Face Extraction Using DWT

Wavelet transformation has been widely used in image-processing applications 
[25]. Mallat and Zhang [13, 14] presented the wavelet theory for signal processing. 
It defines an orthogonal multiresolution representation, the so-called “wavelet 
representation”. In the case of image, the wavelet representation differentiates 
several spatial orientations for data compression in image coding and texture 
discrimination. An image is repeatedly filtered and decimated into high and 
low spatial frequency bands, alternatively between the horizontal and vertical 
directions.
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The 2D DWT is computed by applying a separable filter bank to the original 
image that is decomposed into four sets to represent wavelet coefficients, approx-
imation, and details. At each step, the previous four sub-images of the wavelet 
coefficients are further decomposed into four new sub-images: approximation 
and detail [23]:
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where An is the approximation at level n and Ao = I(x, y) (original image); Dni is 
the level n details; parameter i stands for the direction of the details (i = 1, 2, 3 
represents the vertical, horizontal, and diagonal directions, respectively); |2,1 
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Figure 5. (A) DT, (B) Original Image, (C) Segmentation, and (D) Detection.
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and |1,2 are the image transformations performed in both the vertical and the 
horizontal directions, respectively; and H and L are the high- and low-pass filters, 
respectively.

Figure 6. Facial Face (Automatic Crop).

Figure 7. Example Face Cropped Image from the BioID Data Set.
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In this research, the image is cropped with first-level Daubechies wavelet 
“db4” with a size of 128  ×  128 pixels. The result of the extracted facial image is the 
part of sub-band HL, LH, and HH (Figure 8). Next, these sub-bands are selected 
to compute the wavelet feature that used the detail coefficient matrices of each 
sub-band:

	
2 2 2wavelet_feature ,cH cV cD= + + � (6)

where cH, cV, and cD are the detail coefficient matrices of horizontal, vertical, 
and diagonal directions, respectively.

4.2  Face Extraction Using Moment Invariants

Moment-based invariants are widely applicable in describing the features of 
moment invariants on 2D image and have been used for pattern feature extrac-
tion and object recognition [5, 15]. Initially, Hu [8] introduced a set of invariants 
based on non-linear combinations using regular moments. The significant central 
moments are invariant toward rotation, translation, and scale [10].

The 2D moment of the order (p+q) of a digital image f(x, y) is defined as

	
( , )p q

pq
x y

m x y f x y=∑∑
�

(7)

for p, q = 0, 1, 2, …, where the summations are over the values of the spatial 
coordinates x and y spanning the image. The corresponding central moment is 
defined as

	
( ) ( ) ( , )p q

pq
x y

x x y y f x y= − −∑∑µ
�

(8)

LL

HL

LH

HH

Figure 8. Sub-band Type and First-level DWT.
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where

10 01

00 00

   and    .m mx y
m m

= =

The normalized central moment of order (p+q) is defined as

	 00

pq
pq = γ

µ
η

µ �
(9)

for p, q = 0, 1, 2, …, where

1
2

p q+
= +γ

for p + q = 2, 3, … . A set of seven 2D moment invariants that are insensitive to 
translation, scale change, mirroring, and rotation can be derived from these 
equations such as:
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The central moment invariants are useful features for image description due 
to their independence and invariance to position, orientation, and size of image. 
In this article, we combine the absolute of the orthogonal moment invariants with 
the similitude moment invariants [7]. Thus, all fused feature vectors be composed 
of orthogonal moment invariants, similitude moment invariants, and moment 
invariants from both similitude and orthogonal transformations. The total of the 
feature vectors is 21, which was obtained from the combination of the seven fea-
tures in each moment invariant.
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5  Experimental Results

5.1  Experiment of Face Segmentation Using VD/DT

After preprocessing, the proposed scheme uses VD and DT for segmentation and 
detection of the face image. All experiments are conducted on grayscale frontal 
face images, 384  ×  286 pixels, obtained from the BioID face data set. There are 15 
objects (people), and each object had 10 images. Additionally, each image had 
different illuminations and non-strict face expression. The target of this step is 
the detection of the eyes on original face image. Then we used the square angle 
(window) for automatic cropping of the face from its image, as shown in Figure 6. 
Our method sets the size of the facial face to 128  ×  128 pixels, which is enough to 
include the eyes, nose, and mouth. The result of correct location rate with differ-
ent lighting conditions is 90.7%, as shown in Table 1.

Only a few results are reported in the literature, but for the sake of compari-
son, Yi and Hong [27] claimed an accuracy rate of 89% and Lam and Yan [10] 
achieved an accuracy of 85%. In comparison, our proposed approach produced 
a better result [22].

Table 1. Correct Location Rate of Face Cropping.

Object Test image Train image Correct location rate

01 10 5 9
02 10 5 8
03 10 5 9
04 10 5 10
05 10 5 9
06 10 5 9
07 10 5 10
08 10 5 10
09 10 5 9
10 10 5 9
11 10 5 8
12 10 5 7
13 10 5 10
14 10 5 10
15 10 5 9
15 150 75 9.067 (90.67%)
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5.2  �Experiment of Face Classification Using Minimum 
Euclidean Distance

The BioID face benchmark database is composed of 10 different images of each 
of 15 people. These images are taken under different illuminations and without 
glasses. The experiments are carried out on nearest neighbor classifiers using 
minimum Euclidean distance. In our experiment, five images of each person are 
selected as training, and the rest of the 10 images are used for testing. The experi-
ment results of the first-level discrete wavelet decomposition using db4 and the 
extraction of the feature using moment invariants are shown in Table 2.

Table 2 shows that the best recognition rate, 97.2%, is obtained for object 13. 
However, the lowest recognition rate is for object 11 (92.0%), where first-level db4 
DWT and moment invariant extraction are used. Nonetheless, while the experi-
mental setup and face data set are kept constant, the recognition rates are not 
the same. This is due to the arbitrary selection of training, testing data set, and 
different illuminations of objects 13 and 11. Therefore, the images for testing and 
training should be selected appropriately [20].

6  Conclusion
This article has presented a fused approach to enhance the accuracy of face 
recognition. The proposed method is the integration of VD, DWT, and moment 
invariants to detect and extract face image. Several face images of each person 
in the BioID face data set were selected as training samples, and the rest of 
the 10 face images were used for testing samples. The sizes of the original face 
image (384  ×  286 pixels), facial crop image (128  ×  128 pixels), and sub-band 
image (64  ×  64 pixels) were decreased. Meanwhile, to reduce memory usage 

Table 2. Recognition Rates of Combining VD and DWT Moment Invariants.

Object no. 01 02 03 04 05
RR (%) 92.7 95.5 95.8 95.4 96.6
Object no. 06 07 08 09 10
RR (%) 93.8 93.2 94.1 94.7 95.5
Object no. 11 12 13 14 15
RR (%) 92.0 95.6 97.2 94.4 93.2
Average of recognition rate (RR) 94.7
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and increase the processing speed, a small-size feature vector of moment invari-
ants on the sub-band image were selected. Finally, the fusion of VD, DWT, and 
moment invariants produced a promising recognition performance (94.7%) for 
human face recognition in the state of the art.
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