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v. Comelico 39 Milano, Italy, http://www.dsi.unimi.it

Summary

The availability of various high-throughput experimental and computational methods de-
veloped in the last decade allowed molecular biologists to investigate the functions of genes
at system level opening unprecedented research opportunities. Despite the automated pre-
diction of genes functions could be included in the most difficult problems in bioinformat-
ics, several recently published works showed that consistent improvements in prediction
performances can be obtained by integrating heterogeneous data sources. Nevertheless,
very few works have been dedicated to the investigation of the impact of noisy data on the
prediction performances achievable by using data integration approaches.
In this contribution we investigated the tolerance of multiple classifier systems (MCS) to
noisy data in gene function prediction experiments based on data integration methods. The
experimental results show that performances of MCS do not undergo a significant decay
when noisy data sets are added. In addition, we show that in this task MCS are competitive
with kernel fusion, one of the most widely applied technique for data integration in gene
function prediction problems.

1 Introduction

Recently, several works highlighted the central role played by data integration methods for the
gene function prediction problem [14, 1, 5, 22]. Indeed it is well-known that each source of
biomolecular data can reveal specific features of gene/gene products, and this information can
be useful to characterize their functional role in living systems.

Gene function prediction in its general formulation is a complex classification problem charac-
terized by the following items:

• each gene/gene product can be assigned to multiple terms/classes (a multiclass, multilabel
classification problem)

• classes are structured according to a predefined hierarchy (a directed acyclic graph for
the Gene Ontology (GO) [23] or a tree forest for FunCat [19]);

• classes are usually unbalanced (with positive examples usually less than negatives)

• gene labels are in several cases uncertain or largely incomplete

• multiple sources of data can be used to predict gene functions.
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Even if the integration of multiple sources of data has enjoyed a certain attention in the com-
putational biology community [9, 1, 14], at best of our knowledge, only few works tried to
evaluate the impact of noisy data in data integration methods for gene function prediction prob-
lems [11].

According to [14], the main supervised gene function prediction methods based on hetero-
geneous data integration proposed in the literature can be schematically subdivided in three
main categories: functional linkage networks, vector subspace integration and kernel fusion
methods. Modeling interactions between gene products using functional linkage networks is
realized through graphs, where gene products are modeled as nodes and relationships between
genes through edges [6, 1]. In vector space integration (VSI) different vectorial data are con-
catenated [3], while kernel methods, by exploiting the closure property with respect to the sum
or other meaningful algebraic operators represent another valuable research direction for the
integration of biomolecular data [9].

Quite surprisingly, as observed in [14], only little attention has been devoted to multiple classi-
fier systems (MCS) as a mean to integrate multiple biomolecular sources of data for gene func-
tion prediction. To our knowledge only few works very recently considered ensemble methods
in this specific bioinformatics context: Naive-Bayes integration of the outputs of SVMs trained
with multiple sources of data [4], and logistic regression for combining the output of several
SVMs trained with different data and kernels in order to produce probabilistic outputs corre-
sponding to specific GO terms [15]. We recently demonstrated that simple ensemble methods
can obtain results comparable with state-of-the-art data integration methods, exploiting at the
same time the modularity and scalability that characterize most of the ensemble algorithms [17].
Indeed biomolecular data differing for their structural characteristics (e.g. sequences, vectors,
graphs) can be easily integrated, because with ensemble methods the integration is performed at
the decision level, combining the outputs produced by classifiers trained on different datasets.
In other words ensemble methods scale well with the number of the available data sources, and
problems that characterize other data fusion approaches are thus avoided.

In this context, the resistance of prediction methods to noise is a fundamental issue for at least
two reasons. At first, it should be noticed that any single data set involved in a data integration
experiment, aimed at predicting gene functions at a whole ontology level, is likely to represent
noise in a consistent fraction of the nodes composing the functional hierarchy. Indeed, a data
source that can be predictive for a functional class can be non-predictive for other classes,
considering the extreme complexity of the most widely used functional ontologies (GO and
FunCat), both composed by hundreds or thousands of nested terms. Moreover, most of the
commonly used biomolecular data are noisy due to the machinery and the complex procedures
involved in the generation of the data through high-throughput biotechnologies.

In this paper we study the noise tolerance of data integration methods in the context of super-
vised gene function prediction problems, with a particular focus on multiple classifier systems.

The paper is structured as follows. In Section 2 two MCS-based and a kernel fusion-based
method for biomolecular data integration are presented. Section 3 and 4 show the experimental
set-up and results relative to the analysis of noise tolerance of multiple classifier systems in two
different gene function prediction problems involving the integration of multiple data sources.
The results are discussed in Section 5 and the conclusions end the paper.
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2 Methods

2.1 Multiple Classifier Systems

An ensemble system can integrate multiple sources of biomolecular data by training different
learning machines on different ”views” of the data, and then by combining the outputs of the
component learners. In this work we programmatically considered simple methods: Weighted
majority voting and Decision Templates.

2.1.1 Weighted majority voting

It is well-known, at least from the XVIII century, that the judgment of a committee is superior
to those of individuals, provided the individuals have reasonable competence (Condorcet Jury
Theorem[2]). Weighted majority votingensembles are ensemble methods based on the cited
theorem. They simply integrate multiple sources of data by aggregating classifiers trained on
multiple ”views” of the data, and by weighting the decision of each base classifier on the basis
of its ”competence” on the learned data.

More precisely, given a set ofk classes whose labelsωj ∈ Ω, 1 ≤ j ≤ k, we denote by
dt,j(x) ∈ [0, 1] the support (e.g. the probability) estimated by the basetth classifier of an
ensemble composed byL base learners, that a given examplex belongs to the classωj. For
brevity we denotedt,j(x) asdt,j. A simple way to integrate different data sources is represented
by the weighed linear combination rule [7], by which the posterior probabilityP̂ of the resulting
ensemble is estimated as follows:

P̂ (ωj|x) =
L∑

t=1

wtdt,j(x) (1)

Considering that gene classes are largely unbalanced (positive examples are largely less than
negative ones), we chose the F-measure to compute the weights:

wt =
Ft∑L
t=1 Ft

(2)

whereFt is the F-measureassessedon the training data for thetth base learner, and thewt

weights are obtained by a linear combination of the F-measures. The decisionDj(x) of the
ensemble about the classωj is taken using the estimated probabilityP̂ (eq. 1):

Dj(x) =

{
1, if P̂ (ωj|x) > 0.5

0, otherwise
(3)

where output1 correspond to positive predictions forωj and0 to negatives.

2.1.2 Decision Templates

The main idea behind Decision Templates consists in the the comparison of a ”prototypical
answer” of the ensemble for the examples belonging to a given class (the template) with the
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currentanswer ofthe ensemble to a specific example whose class needs to be predicted (the
decision profile) [8]. The decision profile DP(x) for an instancex is a matrix composed by
dt,j ∈[0,1] elements representing the support (e.g. the probability) given by thetth classifier to
classωj. Decision templatesDTj are the averaged decision profiles obtained fromXj, the set
of training instances belonging to the classωj:

DTj =
1

|Xj|
∑
x∈Xj

DP (x) (4)

By computing the similarityS betweenDP (x) and the decision templateDTj for each class
ωj, from a set ofc classes, the final decision of the ensemble is taken by assigning a test instance
x to a class with the largest similarity [8]:

D(x) = arg max
j
Sj(x) (5)

In multi-class classification problems a decision template can be represented through a matrix
with a number of columns equal to the number of classes, but it is easy to see that with di-
chotomic problems the decision templates are reduced to one-column matrices (sinceDT1(t, 2) =
1 − DT1(t, 1)), whereDT1(t, y), y ∈ {1, 2} represents the element(t, y) of the decision tem-
plate for class1.

The similarity (S1) for the positive class and the similarity (S2) for the negative class can be
computed as 1 minus the normalized squared euclidean distance:

S1(x) = 1− 1

n

n∑
t=1

[DT1(t, 1)− dt,1(x)]2 (6)

S2(x) = 1− 1

n

n∑
t=1

[DT2(t, 1)− dt,1(x)]2 (7)

whereDT1 is the decision template for the positive andDT2 for the negative class. The final
decision of the ensemble is:

D(x) = arg max
{1,2}

(S1(x),S2(x)) (8)

2.2 Kernel fusion methods

Even if kernel functions are widely adopted in machine learning because they can be used with
standard algorithms (i.e. SVM) to solve binary and multiclass classification problems, they can
also be thought as a way to encode similarities among non-vectorial and heterogeneous data.
Indeed as long as our datasets can be represented as a square kernel matrix, then any kernel
method can be applied to the data. A key feature of kernels making them very attractive in
problems requiring the integration of heterogeneous data is that their mathematics allow us to
derive new kernels by combining two or more kernels each representing diverse types of data.
Many algebraic operators are closed under positive semidefiniteness. Among them, the most
important operation, w.r.t. data integration problems, is the sum: ifK1 andK2 are valid kernel
functions, then we can demonstrate thatK(x, y) = K1(x, y) + K2(x, y) is still a valid kernel.
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Also, for positive coefficients, a weighted combination of kernels(µ1K1(x, y) + µ2K2(x, y)
preserves the Mercer’s conditions [13].

Despite kernel combination methods have been successfully applied in a broad range of bioin-
formatics problems, the most effective way to compute the weights involved in the kernel fusion
is still an open question. Quite interestingly, a recent work pointed out that a kernel fusion ob-
tained simply by averaging the kernel matrices associated to each data source is able to perform
equally well (if not better) than more sophisticated methods (such as multiple kernel methods
based on semidefinite programming (SDP) [9]) that introduces weights on each kernel ma-
trix [11]. In this work we compared the performances of less computationally intensive data
integration methods, the ensemble systems, with performances achievable by a kernel fusion
based on the average of kernel matrices.

3 Experimental setup

3.1 Data sets and functional labeling

Considering that a recent study showed that the fraction of genes annotated with experimental
evidence in S.cerevisiaeis one of the largest among many model organisms [18], we chose
the yeast for our experiments. For our experiments we considered two groups of data sets:
a) a small set composed by protein sequence and protein structural data, previously analyzed
in [11]; b) a larger set that includes six data sets previously collected in [17] (see Tab. 1 in the
supplementary materials for details about these data).

Sequence and structural data have been labeled according to the GO term prediction benchmark,
originally proposed in [11]. It involves 5323 yeast genes labeled according to 56 GO classes:
27, 22 and 7 of them belong to the MF, BP and CC ontologies respectively. The number of
positives genes in the considered functional class ranges from 101 to 516. The negatives sets
in the training sets were constructed in order to equal the number of positives examples, using
the same strategy proposed in [11] For the second group of data we labeled the genes with
the 15 top-level FunCat functional classes (see Tab. 2 in the supplementary materials for more
details). For this second task, considering that the classes are less unbalanced, we use all the
available negative examples.

3.2 Experiments with noisy data

We performed two sets of experiments, respectively using the first and the second group of
biomolecular data sets (Section 3.1). In both cases we analyzed the tolerance of ensemble
systems and kernel fusion methods to noisy data, by adding to the original data noisy kernel
matrices.

3.2.1 Experiments with sequence and structural data

The performances of the evaluated methods for the prediction of any of the 56 considered
GO terms have been evaluated using a 5-fold cross validation scheme repeated three times
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as in [11] in order to allow a direct comparison. We then produced two noisy kernels by a
random permutation of the rows and the corresponding columns of the structure kernel matrix.
These two noisy kernels have been used to train two additional component classifiers and to
evaluate the performances of data integration methods. At first, we trained two SVMs using the
original no-noisy data: protein sequence similarities encoded through a mismatch kernel [10]
and protein structure similarities encoded through an empirical kernel map [20]. In particular
the structural alignments used in the construction of the structure kernel have been obtained
using the MAMMOTH structural aligner [16]. The E-values produced by MAMMOTH have
been converted in a valid kernel matrix using an empirical kernel map. Prior to integration,
each kernel is centered around the origin in the feature space and each example is projected
onto the unit sphere using a cosine normalization. We integrated the two kernel matrices by
using the simple average kernel fusion method, an ensemble system based on the weighted
average (using linear weights based on the F-scores obtained by the SVM associated to the
structure and mismatch kernels), and a second ensemble that does not require the definition of
explicit weights (the Decision Templates combiner, Sect. 2).

Then we analyzed the resistance of ensemble systems to noisy data. We tested the average ker-
nel fusion (KF), the weighted average ensemble and the Decision Templates ensemble for the
integration of the structure and mismatch kernels adding one or two noisy kernels. Following
the experimental setup of [11] we used, as component classifiers for the ensemble systems,
linear SVMs with a fixed C regularization parameter set to 10. To compare our results with
those published in [11], we computed the AUC scores for each prediction task, averaged across
the 15 splits resulting from the 5-fold cross-validation repeated 3 times.

3.2.2 Experiments with six different types of biomolecular data

In these experiments we tested the tolerance to noise of MCS using a larger set of data. For
each available data set, we generated a noisy copy by applying the same procedures described
in Section 3.2.1, and we compared the performances of ensemble methods and KF using: a) the
six original no-noisy data sets described in Section 3.1; b) the same six no-noisy data plus six
noisy copies of all the available data. We evaluated the performances on 15 top-level FunCat
classes using 5-fold cross-validation techniques. We used as base learners linear probabilistic
SVMs [12] with a fixed C regularization parameter set to 10.

4 Results

4.1 Results with sequence and structural data

Fig. 1 shows the comparative results, in absence of noisy data, obtained by the average kernel
fusion, the weighted average ensemble and the decision template combiner for the integration
of the structure and mismatch kernels. Each point in the graph represents the AUC results of
one of the56 classification tasks: Fig. 1 (a) represents KF vs. weighted average ensembles, and
Fig. 1 (b) KF vs. decision templates.

Fig. 2 and 3 compare the AUC results achieved by adding respectively one and two noisy data
sets. In both cases KF average methods are compared with weighted linear and decision tem-
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Figure 1: Comparison of AUC results between average kernel fusion and ensemble data integra-
tion methods without noisy data. Points represent the AUC score of kernel fusion (abscissa) and
ensemble (ordinate) methods for56 GO terms. (a) Average KF vs Weighted ensembles (b) Average
KF vs Decision Templates.
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Figure 2: Comparison of AUC results between average kernel fusion and ensemble data integra-
tion methods with 1 noisy data set. Points represent the AUC score of kernel fusion (abscissa) and
ensemble (ordinate) methods for56 GO terms. (a) Average KF vs Weighted ensembles (b) Average
KF vs Decision Templates.

plate ensembles. Detailed results for each GO term are shown in Table 3 in the Supplementary
Information.
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Figure 3: Comparison of AUC results between average kernel fusion and ensemble data integra-
tion methods with 2 noisy data sets. Points represent the AUC score of kernel fusion (abscissa) and
ensemble (ordinate) methods for56 GO terms. (a) Average KF vs Weighted ensembles (b) Average
KF vs Decision Templates.

4.2 Results with six different types of biomolecular data

Figure 4 presents in a synthetic way the results obtained with no-noisy and noisy data by aver-
age KF and the ensemble methods described in Section 2. Each point represents the AUC score
for a specific FunCat class, achieved with no-noisy (circular points) and noisy data (triangular
points) using KF and respectively weighted linear (Figure 4 (a)) and decision templates (Fig-
ure 4 (b)) ensembles. Full results for each ensemble, kernel fusion and single SVMs trained
on a single source of data for each FunCat class are available in Table 4 in the Supplementary
Information.

5 Discussion

Considering no noisy data integration, the performances obtained by the weighted average
ensembles appear comparable with those achieved by the average kernel fusion (Fig. 1(a) and
Fig. 4 (a)), while decision templates achieve comparable (Fig. 1 (b)) or slightly worse (Fig. 4
(b)) performances w.r.t. KF. These visual clues are confirmed by the Wilcoxon signed-ranks
test [24]: at0.01 significance level no difference can be registered between weighted linear
and KF methods for both the considered tasks, while a significant difference can be reported in
favour of KF with respect to decision templates only for the second task (integration of the six
original no-noisy data sets).

The AUC scores obtained by the ensemble and kernel fusion methods when one noisy kernel
is added to the structure and mismatch kernels are compared in Fig. 2. Looking at the data
plotted in Fig. 2, it is clear that, in presence of one noisy kernel, the performances achieved
by the ensemble systems are higher than the ones obtained by using the average KF approach.

Journal of Integrative Bioinformatics, 7(3):139, 2010 http://journal.imbio.de

doi:10.2390/biecoll-jib-2010-139 8

C
op

yr
ig

ht
 2

01
0 

T
he

 A
ut

ho
r(

s)
. P

ub
lis

he
d 

by
 J

ou
rn

al
 o

f I
nt

eg
ra

tiv
e 

B
io

in
fo

rm
at

ic
s.

 
T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

-N
oD

er
iv

s 
3.

0 
U

np
or

te
d 

Li
ce

ns
e 

(h
ttp

://
cr

ea
tiv

ec
om

m
on

s.
or

g/
lic

en
se

s/
by

-n
c-

nd
/3

.0
/)

.

http://journal.imbio.de/


0.70 0.75 0.80 0.85 0.90 0.95 1.00

0.
70

0.
75

0.
80

0.
85

0.
90

0.
95

1.
00

KF average

W
ei

gh
te

d 
lin

ea
r 

en
s.

0.70 0.75 0.80 0.85 0.90 0.95 1.00

0.
70

0.
75

0.
80

0.
85

0.
90

0.
95

1.
00

KF average

D
ec

is
io

n 
Te

m
pl

at
es

(a) (b)

Figure 4: Experiments with 6 no-noisy and 6 noisy data sets. Points represent the AUC score
of kernel fusion (abscissa) and ensemble (ordinate) methods for15 FunCat functional classes.
Circular points: results with no-noisy data. Triangular points: results with noisy data. (a) Average
KF vs Weighted ensembles (b) Average KF vs Decision Templates.

Most of the points lie above the bisector in Fig. 2 (a) and (b), showing that both Weighted linear
and Decision Templates ensembles tend to outperform the average based kernel fusion. Using
the Wilcoxon signed-ranks test we register a significant difference in favour of Weighted linear
and Decision Template w.r.t. average KF (p-value' 4.30 · 10−11). The resistance to noise of
the tested ensemble methods is also confirmed by the results collected after the inclusion in the
data sources collection of the second noisy kernel (Fig. 3). In this extreme test in which half of
the considered datasets are merely representing noise, the AUC averaged across both the cross
validation splits and the GO functional classes is 0.895, 0.894 and 0.841 for the weighted linear
ensemble, the decision templates ensemble and the average kernel fusion respectively. Again
the Wilcoxon signed-ranks test shows a significant difference in favour of Weighted linear and
Decision Template w.r.t. average KF (p-value' 3.87 · 10−11). These results indicate that
ensemble systems are more robust to noisy data than the KF method.

The experiments with the larger group of biomolecular data sets enforce these findings. In-
deed, while the results between the different integration methods are quite comparable with
the no-noisy data (circular points, Fig. 4), when the six noisy data sets are added to the orig-
inal data, ensemble methods clearly outperform KF (triangular points, Fig. 4). Interestingly
enough, it seems that adding noisy data sets does not significantly worsen the performances of
weighted linear ensembles (p-value' 0.803) and decision templates (p-value' 0.561), while
a significant decrement can can be detected in KF (p-value' 1.52 · 10−5).

These results, at least for weighted linear ensembles, can be explained by considering that these
methods are able to learn which are the noisy data and penalize them by assigning low weights
to base classifiers trained with noisy data. From this standpoint, kernel fusion methods based
on semi-definite or semi-infinite programming techniques [21] could be considered for future
experiments, because they also are able to learn weights from the data.
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6 Conclusions and future work

The impact of noisy data in the performances of data integration methods for gene function
prediction is of paramount importance for at least two reasons. At first, most of the available
data from high throughput biotechnologies are inherently noisy. At second, the same source of
data can be predictive for certain functional classes, but can be non-predictive for others: from
this standpoint a certain type of data can be considered ”noisy” for the prediction of certain
subsets of terms in the GO or FunCat hierarchy.

In this work we evaluated the performances of simple ensemble systems in data integration
based gene function prediction problems with an without noisy data. We compared their results
with those obtained using state-of-the-art methods and previously published datasets. We found
that, in these empirical benchmarks based on both real data and artificially generated noisy
datasets, the ensemble systems are able to perform better than average kernel fusion systems,
one of the most widely applied data integration methods. It is worth noting that the tolerance
of ensemble methods to noisy data sets is confirmed for the integration of both a small and
a relatively large number of different sources of biomolecular data. Future research could
try to evaluate the impact of an even large number of noisy data taking into account also the
hierarchical structure of gene functional classes.

Considering that ensemble systems are often less computationally intensive than other data
integration approaches and that they perform data integration at decision level, avoiding all
the potential problems affecting experiments aimed at integrating structurally different types of
data, we believe that this class of data integration approaches constitutes a valuable research
line in data integration based gene function prediction.

Motivated by these promising results, we plan to experiment with other more refined ensem-
ble systems based on meta-learning or boosting techniques to integrate multiple sources of
noisy data and to compare ensemble methods with other Multi-Kernel learning algorithms that
showed tolerance to noisy data [11].

Another interesting research item could be the evaluation of the resistance to noisy datasets by
gradually varying the amount of artificial noise. In this way we could characterize at a more
refined level the response of data integration methods to noise, and we could better understand
the behaviour of these methods in real-world whole-genome and whole-ontology gene function
prediction experiments.
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Noise tolerance of Multiple Classifier Systems in data
integration-based gene function prediction:

Supplementary Information

Matteo R è and Giorgio Valentini
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v. Comelico 39 Milano, Italy, http://www.dsi.unimi.it

The supplementary material provides additional information about the data sets used in the
experiments and detailed gene function prediction results relative to the56 GO terms and15
FunCat classes considered in two sets of experiments.

1 Data sets

In the second set of experiments, we predicted the top-level 15 functional classes of the FunCat
taxonomy [4] of the model organismS. cerevisiae, using 6 different sources of data (Tab. 1).
We considered yeast genes common to all data sets (about 1900) and with at least 1 FunCat
annotation. We also removed from the list of the target functional classes all those represented
by less than 20 genes. This corresponds to restrict our classifications to only 15 FunCat classes
(Tab. 2) In other words, we selected the roots of the trees of the FunCat forest (that is the most
general and wide functional classes of the overall FunCat taxonomy). Table 2 provides a brief
description of the FunCat classes predicted in the experiments. The first column corresponds
to the FunCat Identifier of the functional class.

2 Supplementary results

Performance relative to the first set of experiments in presence of artificial noise are reported
in Tab. 3. The first three columns are dedicated to the Gene Ontology term ID, the ontology
type of the GO term and the number of examples associated to the functional term respectively.
Columns 4, 6 and 8 report the averaged AUCs obtained in the 15 folds by integrating the
structured, mismatch kernels and a single noisy kernel using the average kernel fusion, the
weighted average and decision templates integration methods respectively. Columns 5, 7 and
9 contains the results obtained in the same test repeated by including the second noisy kernel
during data integration. Standard deviation results for each classification task are reported in
parenthesis.

Table 4 shows the detailed results relative to the15 FunCat classes considered in the second
set of experiments. Results for both single SVMs trained on single sources of data, and ker-
nel fusion (KF), weighted linear and decision template ensembles, with and without noisy data
are provided. Note that SVMs trained with a single source of data achieve AUC scores only
slightly larger than random guessing. Data integration methods always outperform the best sin-
gle source classifiers (best results for each FunCat class are highlighted in boldface). Weighted
linear and decision templates do not significantly worsen their performances with noisy data,
while kernel fusion data integration undergoes a certain decrement of AUC scores.
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Table 1: Datasets

Code Dataset n.genes n.featuresdescription

Kstring PPI- STRING 2338 2559 protein-protein interaction data
from [6]

KBG PPI- BioGRID 4531 5367 protein-protein interaction data
from theBioGRIDdatabase[5]

Kpfam1 Proteindomain log-E 3529 5724 Pfam proteindomainswith log E-
values computed by theHMMER
software toolkit [1]

Kpfam2 Proteindomain binary 3529 4950 protein domains obtainedfrom
Pfamdatabase[2]

Kexpr Geneexpression 4532 250 merged data of Spellman and
Gasch experiments [3]

Kseq Pairwise similarity 3527 6349 Smith and Watermanlog-E val-
ues between all pairs of yeast se-
quences

Table 2: FunCat classes

Code Description
01 Metabolism
02 Energy
10 Cell cycleandDNA processing
11 Transcription
12 Proteinsynthesis
14 Proteinfate
16 Proteinwith bindingfunctionor cofactor requirement
18 Regulation of metabolismand protein function
20 Cellulartransport andtransportroutes
30 Cellularcommunication/Signal transductionmechanism
32 Cell rescue, defenseandvirulence
34 Interactionwith theenvironment
40 Cell fate
42 Biogenesisof cellularcomponents
43 Cell type differentiation
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Table 3: Performances of data integration methods in presence of one and two synthetic noisy
kernels (AUC averaged across the 15 folds). KF-noisy1 and KF-noisy2 stands for kernel fusion
methods with 1 and 2 noisy kernels; Wens-noisy1 and Wens-noisy2 stands for weighted average
ensembles with 1 and 2 noisy kernels; DT-noisy1 and DT-noisy2 for decision templates with 1 and
2 noisy kernels.

GOterm Ont # KF-noisy1 KF-noisy2 Wens-noisy1 Wens-noisy2 DT-noisy1 DT-noisy2

GO:0008168 MF 108 0.922(0.035) 0.908(0.040) 0.935(0.025) 0.935(0.025) 0.935(0.026) 0.934(0.026)
GO:0005506 MF 129 0.901(0.040) 0.873(0.045) 0.941(0.031) 0.941(0.031) 0.940(0.030) 0.940(0.029)
GO:0006260 BP 109 0.819(0.060) 0.749(0.050) 0.870(0.066) 0.869(0.065) 0.871(0.067) 0.869(0.069)
GO:0048037 MF 118 0.892(0.037) 0.860(0.038) 0.901(0.042) 0.899(0.042) 0.900(0.041) 0.899(0.042)
GO:0046483 BP 128 0.927(0.025) 0.917(0.027) 0.954(0.016) 0.953(0.016) 0.953(0.016) 0953(0.016)
GO:0044255 BP 101 0.818(0.051) 0.757(0.049) 0.882(0.059) 0.881(0.059) 0.881(0.058) 0.882(0.058)
GO:0016853 MF 124 0.773(0.073) 0.749(0.069) 0.842(0.072) 0.840(0.072) 0.835(0.073) 0.837(0.073)
GO:0044262 BP 209 0.883(0.032) 0.856(0.029) 0.900(0.031) 0.899(0.031) 0.899(0.030) 0.900(0.030)
GO:0009117 BP 124 0.825(0.058) 0.783(0.070) 0.877(0.045) 0.877(0.045) 0.877(0.044) 0.877(0.046)
GO:0016829 MF 201 0.901(0.022) 0.879(0.022) 0.931(0.021) 0.931(0.021) 0.932(0.021) 0.932(0.021)
GO:0016779 MF 142 0.830(0.077) 0.800(0.075) 0.863(0.075) 0.863(0.075) 0.862(0.074) 0.862(0.073)
GO:0016043 BP 106 0.779(0.082) 0.723(0.083) 0.874(0.052) 0.872(0.055) 0.876(0.050) 0.878(0.049)
GO:0008270 MF 234 0.862(0.028) 0.833(0.035) 0.889(0.026) 0.889(0.026) 0.888(0.026) 0.888(0.026)
GO:0006066 BP 111 0.917(0.034) 0.887(0.027) 0.933(0.033) 0.933(0.033) 0.932(0.034) 0.930(0.033)
GO:0003723 MF 212 0.847(0.036) 0.797(0.047) 0.895(0.037) 0.894(0.038) 0.893(0.038) 0.893(0.039)
GO:0004518 MF 125 0.786(0.073) 0.761(0.076) 0.813(0.058) 0.816(0.058) 0.810(0.056) 0.813(0.057)
GO:0006811 BP 117 0.715(0.060) 0.722(0.078) 0.762(0.087) 0.762(0.081) 0.763(0.085) 0.764(0.081)
GO:0006725 BP 164 0.858(0.040) 0.835(0.037) 0.894(0.050) 0.894(0.050) 0.887(0.051) 0.887(0.050)
GO:0016491 MF 516 0.938(0.013) 0.925(0.013) 0.946(0.009) 0.946(0.009) 0.946(0.008) 0.946(0.008)
GO:0009405 BP 118 0.925(0.044) 0.909(0.046) 0.942(0.040) 0.942(0.040) 0.943(0.040) 0.943(0.040)
GO:0005524 MF 485 0.875(0.032) 0.856(0.032) 0.892(0.026) 0.893(0.025) 0.891(0.027) 0.891(0.027)
GO:0030246 MF 102 0.904(0.032) 0.887(0.034) 0.919(0.032) 0.918(0.031) 0.918(0.033) 0.918(0.032)
GO:0006508 BP 330 0.924(0.019) 0.904(0.023) 0.934(0.015) 0.934(0.015) 0.933(0.015) 0.933(0.015)
GO:0008652 BP 121 0.912(0.034) 0.905(0.034) 0.922(0.035) 0.921(0.034) 0.920(0.034) 0.920(0.034)
GO:0045184 BP 108 0.789(0.063) 0.765(0.059) 0.849(0.041) 0.850(0.038) 0.849(0.041) 0.849(0.042)
GO:0020037 MF 104 0.987(0.016) 0.986(0.013) 0.993(0.013) 0.994(0.012) 0.993(0.014) 0.993(0.013)
GO:0003700 MF 214 0.907(0.020) 0.886(0.021) 0.931(0.022) 0.931(0.022) 0.931(0.022) 0.931(0.021)
GO:0016070 BP 140 0.868(0.058) 0.839(0.059) 0.914(0.039) 0.913(0.039) 0.915(0.038) 0.915(0.039)
GO:0005102 MF 120 0.917(0.046) 0.902(0.047) 0.930(0.043) 0.928(0.042) 0.929(0.042) 0.930(0.041)
GO:0006355 BP 340 0.908(0.017) 0.891(0.023) 0.926(0.021) 0.926(0.020) 0.925(0.022) 0.925(0.021)
GO:0016874 MF 161 0.872(0.039) 0.838(0.040) 0.885(0.035) 0.885(0.036) 0.884(0.034) 0.883(0.034)
GO:0006468 BP 160 0.860(0.056) 0.844(0.063) 0.892(0.056) 0.892(0.057) 0.893(0.055) 0.893(0.055)
GO:0016798 MF 227 0.969(0.021) 0.955(0.028) 0.967(0.017) 0.966(0.017) 0.967(0.017) 0.967(0.017)
GO:0006118 BP 392 0.937(0.013) 0.919(0.017) 0.961(0.012) 0.960(0.012) 0.961(0.012) 0.961(0.012)
GO:0004672 MF 164 0.873(0.063) 0.856(0.050) 0.900(0.048) 0.899(0.048) 0.900(0.046) 0.900(0.046)
GO:0004872 MF 138 0.904(0.047) 0.895(0.051) 0.933(0.030) 0.932(0.033) 0.933(0.029) 0.931(0.030)
GO:0015075 MF 110 0.755(0.072) 0.757(0.055) 0.815(0.059) 0.808(0.062) 0.814(0.059) 0.813(0.061)
GO:0005489 MF 196 0.935(0.024) 0.915(0.024) 0.965(0.021) 0.965(0.021) 0.965(0.021) 0.965(0.021)
GO:0005576 CC 352 0.876(0.031) 0.862(0.032) 0.896(0.022) 0.896(0.022) 0.895(0.020) 0.895(0.020)
GO:0019012 CC 101 0.841(0.064) 0.813(0.078) 0.879(0.056) 0.879(0.056) 0.878(0.054) 0.877(0.055)
GO:0030234 MF 132 0.808(0.059) 0.773(0.062) 0.830(0.052) 0.829(0.053) 0.827(0.057) 0.828(0.056)
GO:0016021 CC 136 0.698(0.054) 0.675(0.049) 0.789(0.054) 0.786(0.051) 0.787(0.051) 0.787(0.051)
GO:0006412 BP 170 0.865(0.038) 0.825(0.043) 0.910(0.037) 0.910(0.037) 0.910(0.036) 0.910(0.037)
GO:0005634 CC 347 0.901(0.026) 0.882(0.027) 0.927(0.026) 0.927(0.026) 0.927(0.026) 0.927(0.026)
GO:0017111 MF 154 0.796(0.056) 0.780(0.066) 0.866(0.049) 0.865(0.050) 0.866(0.048) 0.867(0.047)
GO:0005737 CC 490 0.877(0.027) 0.849(0.030) 0.903(0.024) 0.903(0.024) 0.901(0.023) 0.901(0.023)
GO:0051188 BP 118 0.784(0.054) 0.763(0.066) 0.817(0.051) 0.817(0.051) 0.814(0.052) 0.814(0.051)
GO:0043232 CC 153 0.804(0.060) 0.781(0.060) 0.842(0.050) 0.844(0.048) 0.842(0.050) 0.843(0.050)
GO:0043234 CC 414 0.787(0.028) 0.764(0.027) 0.846(0.025) 0.844(0.025) 0.843(0.025) 0.842(0.025)
GO:0005509 MF 173 0.901(0.033) 0.886(0.037) 0.920(0.021) 0.918(0.021) 0.918(0.020) 0.918(0.020)
GO:0050874 BP 144 0.883(0.051) 0.863(0.056) 0.900(0.044) 0.900(0.044) 0.902(0.041) 0.901(0.042)
GO:0006732 BP 119 0.788(0.058) 0.752(0.070) 0.850(0.050) 0.849(0.050) 0.841(0.052) 0.841(0.051)
GO:0007242 BP 140 0.900(0.029) 0.883(0.041) 0.925(0.031) 0.925(0.031) 0.926(0.032) 0.926(0.032)
GO:0005525 MF 104 0.906(0.043) 0.912(0.043) 0.925(0.042) 0.931(0.045) 0.925(0.042) 0.928(0.044)
GO:0004252 MF 140 0.923(0.046) 0.915(0.055) 0.924(0.042) 0.926(0.042) 0.924(0.042) 0.924(0.041)
GO:0005198 MF 179 0.819(0.031) 0.811(0.035) 0.837(0.035) 0.839(0.036) 0.836(0.038) 0.836(0.038)
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Table 4: Performances of SVMs trained on single sources of data compared with performances of
data integration methods (AUC averaged across the 5 folds) with 6 no-noisy and 6 noisy data. First
column: Identifiers starting with K correspond to SVMs trained on single sources of data. The
subscripts correspond to those of the data sets of Table1. KF stands for Kernel Fusion,Wens for
weighted linear ensembles andDT for Decision Templates. The ending ”n” refers to the SVM or
data integration method trained with the corresponding noisy data. The other columns show the
AUC results for the 15 FunCat classes. FunCat classes are represented through their two-digits
identifiers (see Table2).

Methods 01 02 10 11 12 14 16 18
KBG 0.7783 0.7432 0.8516 0.8717 0.8969 0.7738 0.7001 0.7739
KBGn 0.5399 0.5546 0.5212 0.5142 0.5412 0.5271 0.5110 0.5791
Kpfam1 0.7731 0.7629 0.7430 0.7205 0.8104 0.7056 0.6730 0.7404
Kpfam1n 0.5196 0.5505 0.5257 0.5162 0.5283 0.5168 0.5187 0.5517
Kpfam2 0.7667 0.6920 0.6393 0.6625 0.7567 0.7295 0.6710 0.6096
Kpfam2n 0.5152 0.5125 0.5248 0.5167 0.5206 0.5241 0.5090 0.5174
Kstring 0.7423 0.7558 0.7855 0.7957 0.8460 0.7403 0.6127 0.6319
Kstringn 0.5098 0.5291 0.5271 0.5224 0.5323 0.5282 0.5131 0.5540
Kseq 0.8105 0.7650 0.7548 0.7773 0.8207 0.7332 0.7192 0.8067
Kseqn 0.5184 0.5245 0.5344 0.5350 0.5241 0.5413 0.5210 0.5698
Kexpr 0.8091 0.7787 0.7594 0.7928 0.8171 0.7327 0.7080 0.8206
Kexprn 0.5158 0.5232 0.5414 0.5132 0.5316 0.5228 0.5202 0.5643
KF 0.8966 0.8451 0.8881 0.9193 0.9268 0.8483 0.8085 0.8403
KFn 0.8725 0.8207 0.8793 0.9025 0.9103 0.8082 0.7727 0.7767
Wens 0.8898 0.8415 0.8689 0.9026 0.9233 0.8426 0.7935 0.8415
Wensn 0.8887 0.8462 0.8747 0.9040 0.9280 0.8538 0.7906 0.8572
DT 0.8817 0.8364 0.8679 0.8972 0.9209 0.8300 0.7754 0.8409
DTn 0.8810 0.8403 0.8739 0.9012 0.9246 0.8430 0.7735 0.8497

Methods 20 30 32 34 40 42 43
KBG 0.8278 0.8393 0.7109 0.7981 0.8594 0.7822 0.8264
KBGn 0.5332 0.5577 0.5278 0.5255 0.5299 0.5414 0.5199
Kpfam1 0.7431 0.7995 0.6151 0.6818 0.7206 0.6013 0.7669
Kpfam1n 0.5242 0.5584 0.5253 0.5383 0.5529 0.5266 0.5500
Kpfam2 0.7275 0.7940 0.6844 0.6414 0.6631 0.5899 0.6174
Kpfam2n 0.5156 0.5356 0.5186 0.5160 0.5324 0.5172 0.5310
Kstring 0.7794 0.7118 0.6862 0.7592 0.7697 0.7099 0.7705
Kstringn 0.5082 0.5596 0.5381 0.5377 0.5566 0.5372 0.5523
Kseq 0.7770 0.8476 0.6669 0.7039 0.7574 0.6560 0.7930
Kseqn 0.5175 0.5557 0.5217 0.5282 0.5383 0.5135 0.5283
Kexpr 0.7671 0.8492 0.6469 0.6982 0.7626 0.6521 0.7957
Kexprn 0.5317 0.5490 0.5328 0.5312 0.5595 0.5302 0.5398
KF 0.9037 0.8914 0.7718 0.8464 0.8614 0.8229 0.8769
KFn 0.8637 0.8637 0.7442 0.7942 0.8236 0.8024 0.8522
Wens 0.8906 0.9059 0.7708 0.8363 0.8671 0.7953 0.8792
Wensn 0.8847 0.9029 0.7761 0.8280 0.8655 0.7941 0.8763
DT 0.8859 0.9053 0.7509 0.8317 0.8700 0.7972 0.8779
DTn 0.8800 0.9037 0.7628 0.8200 0.8632 0.7956 0.8723
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