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Summary

microRNAs are short RNA fragments that have the capacity of regulating hundreds of tar-
get gene expression. Currently, due to lack of high-throughput experimental methods for
mMiRNA target identification, a collection of computational target prediction approaches
have been developed. However, these approaches deal with different features or factors
are weighted differently resulting in diverse range of predictions. The prediction accu-
racy remains uncertain. In this paper, three commonly used target prediction algorithms
are evaluated and further integrated using algorithm combination, ranking aggregation and
Bayesian Network classification. Our results revealed that each individual prediction al-
gorithm displays its advantages as was shown on different test data sets. Among different
integration strategies, the application of Bayesian Network classifier on the features calcu-
lated from multiple prediction methods significantly improved target prediction accuracy.

1 Introduction

microRNAs (miRNAs) are a class of novel post-transcriptional gene expression regulators
which are involved in a variety of developmental, physiological or disease-associated cellu-
lar processesl]. They bind to their targets, messenger RNAs (mMRNAS). This bonduarks

the targets for degradation or translation inhibitiB8ng]. In the past years, around 500 miRNA
geneshave been discovered in human. Functional annotations are, however, available only for
a small fraction of these miRNAS]. This fact leaves the mechanism of miRNA-mediated
gene egulation largely unknown.

One crucial aspect of the functional annotation of miRNAs is the identification of the miRNA
targets with which they directly interact$]. Due to the limitations of the current techniques,
highthroughput target validation via biological experiments is not practical. Given these cir-
cumstances, a lot of algorithms for computational target prediction have been developed.

Each algorithm has a key focus. On the basis of this the prediction algorithm can be categorized
into three groups: i.e. sequence-based, energy-based and machine learning-based groups. In
the first group, the degree of sequence complementarity is considered as primary. This principle
is used in e.g. miRand&] and TargetScan®]. miRanda first calculates sequence comple-
mentrity score with a weighting scheme; TargetScanS mainly takes the complementarity of
the seed region, i.e. nucleotides 2-7, of miRNAs into account. Algorithms in the second group
utilize thermodynamics as the main criterion. RNAhybfid|[belongs to this group. It predicts

the hybridization sites that are energetically most favourable as the binding sites. In the third
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group, algorithms such as NBmiRT&q], miTarget B] andZhang et al. [27] collect different
types of features and utilize machine learning techniques to find the feature patterns shared by
true miRNA-target interactions.

Recently, the number of miRNA target prediction algorithms has been significantly increased.
They do facilitate target identification, however, so far none of them could capture all true
targets. Moreover, these computational approaches differ in algorithmic style; i.e., they use
various features or factors are weighted differently. The lack of systematic verification and
justification on the algorithms leaves the prediction accuracy and consistency unclear. To that
end, generating a common criterion and test sets to analyze their prediction performance and
then integrating these algorithms to improve prediction accuracy will be very beneficial.

Lin et al. [11] mentioned that data integration can, in general, be apprddob® two routes;
the “low-level” which deals with multi-factorial raw data directly and the “high-level” which
combines multiple same type results from different studies.

In this study, we evaluate the performance of different target prediction algorithms and use in-
tegration methods to improve prediction accuracy. Both high-level integration approaches, e.g.
algorithm combinations and ranking aggregation and low-level integration approach, e.g. the
application of Bayesian Network classification, are performed. All of the methods are tested
against miRNA-target interactions that are experimentally supported and several compiled neg-
ative control data sets. Our methods revealed that the system performance measured by the
product of sensitivity and specificity provides a good criterion for algorithm comparisons. Al-
gorithms categorized in the same group have similar prediction patterns. Algorithms catego-
rized in different groups demonstrate their own advantages on different data sets. We inspectec
on the characteristics of miRNA-target site interactions and discovered that miRNAs have bind-
ing preference at the end of their target. We utilized three different integration strategies and
demonstrated that the Bayesian Network classification results in best prediction accuracy.

2 Materials and methods

2.1 Materials

In the past years, the number of validated miRNA targets has been increased. Tarbase is'a
comprehensive repository recording a collection of experimentally supported miRNA targets
in animal species, plants and virusd$,[20]. The latest version, Tarbase 5.0, extracts data
from a total of 203 scientific papers resulting in 1333 experimentally supported miRNA target
gene interactions. For each interaction, it also provides direct evidences, such as reporter gene
assay, and/or indirect experiment evidences such as microarray.

In this study we focused on human miRNAs as, to date, these are the best studied and alsc a
large number of experimentally validated targets is available. To that end, a collection of 1093
experimentally confirmed human miRNA-target interactions from Tarbase is downloaded. Only
the direct interactions, which have the strongest experimental evidence, have been selected.

True and Falseori sets. In further inspection of initial data, we found 5 interactions as am-
biguous since they are reported as both true and false based on different forms of evidence.
After removing redundant, ambiguous and sequence unavailable entries, finally, 157 and 28
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True set | False sets
True: miRNAs and 3'UTR of true | Falseori: miRNAs and 3'UTR of false targets (28)
target interactions (157) | Shuffled: miRNAs and shuffled 3’'UTR of true targets (157)

| Coding: miRNAs and coding region of true targets (157)

Table 1: Data sets

miRNA-target gene interactions are kept to serve as true and false examples, respectively. We
refer to the original false targets as false set. A small number of false samples is insufficient

for data mining algorithms, and therefore, we compiled two more false sets. All data sets are
listed in Tablel.

Shuffled set. Using 3'UTR sequences of 157 true targets as templates, we randomly shuffled
the order of the nucleotides in these sequences, i.e. the frequencies of the nucleotides A, C,
G and U are the same as in the original true target sequences; the order of the nucleotides,
however, is random. In our experiments, this data set is registered as the shuffled set. In the
analysis stage, we shuffle the sequences 20 times resulting in 20 sets of the random strings
which are analyzed individually and over which the averages are computed.

Coding set.It has been established that miRNAs tend to bind their targets at the 3' UTR region.
Given this feature, coding sequences are not supposed to contain binding sites. Therefore they
are potential false target sequences. For our experiments, we used the coding sequences of the
157 true targets as a negative set.

2.2 Definition of predicted miRNA-target interactions

Tarbase provides experimentally validated miRNA-target gene interactions. However, com-
putational algorithms predict putative binding sites, also referred to as predicted miRNA-target
site interaction where miRNAs and their target mMRNASs interact. In order to connect experimen-
tal and computational results, we define predicted miRNA-target gene interactions as follows.
A miRNA-target gene interaction is predicted only if there is at least one binding site where this
MiRNA interacts with at least one of the transcripts of this gene. The scale of the interactions
increases in a sequence of miRNA-target site interactions, miRNA-target mRNA interactions
and miRNA-target gene interactions.

2.3 Methods

In this study, we analyse the efficiency of three target prediction algorithms i.e. miRanda, Tar-
getScanS and RNAhybrid and of a selection of integration strategies on these algorithms using
multiple data sets. The motivation for choosing these three as the objects for comparison and
integration is that they are the most frequently used target prediction algorithms and that they
are open source which allow us to execute them locally and adapt them to different data sets
and extract new self-defined features. In miRNA-target prediction, conservation is used but not
always fully understood when applied over a multitude of distant species. Moreover, calcula-
tion of binding site conservation involves multiple sequence alignment over the multitude of
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Figure 1. Schema. True dataset together with three false sets are processed through individual
and integrated algorithm analysis.

species. This considerably contributes to computational load; in order to reduce this load, the
conservation filter in each algorithm was not applied in our experiments.

The computational procedure of our method is illustrated in Figurkn the following para-
graphs, we will briefly explain the components in the diagram followed by the experiment
set-ups and how these algorithms are integrated.

MiRanda. miRanda B] is one of the earliest developed large-scale target prediatgorithms

for vertebrates. The standard version of miRanda selects target genes based on three properties:
sequence complementarity using a position-weighed local alignment algorithm, free energies
of RNA-RNA duplexes using the Vienna RNA fold packa@é&|[ and conservation of targets in

related genomes. These features are weighed in a decreasing order. In this application, only the
first two filtering layers, i.e. sequence and energy scores are applied to restrict the predictions.

TargetScanS.TargetScans] is the new and simplified version of TargetScaf][and it has a
stranger emphasis on the seed region. In the standard version, the predicted target-sites require
first a 6-nucleotide (nt) match to the seed region of miRNA, i.e., nucleotides 2-7; second, a
binding site conservation in 5 genomes (human, mouse, rat, dog and chicken). Each binding
site is associated with a site-type, which is either "1a” or "8mer” or 'm8”. In the application of
local TargetScansS, only seed complementarity is required.

RNAhybrid. RNAhyrbid [19] finds the energetically most favourable hybridization sites be
tween miRNAs and their target mMRNAs using integrated powerful statistical models. It takes
candidate target sequences and a set of miRNAs and looks for energetically favourable binding
sites. In our practice, we first apply the RNAcalibrate tool to estimate distribution parame-
ters, and then use the RNAhybrid tool to find the minimum free energy hybridization. The
RNAeffective tool which calculates the effective numbers across species is not performed.

Ranking aggregation.Ranking aggregation is a strategy for optimization problems. In theory,
it combines several individual ranked lists to produce a super list which will be as close as
possible to all individual lists simultaneously. In our application, we use RankAgdi&gan

R package for weighted rank aggregation. It was illustrated_byet al. [11] that the ultility

of ranking aggregation leads to satisfactory simulation results when combining miRNA target
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lists from different algorithms. Further to these findings, we use ranking aggregation as one
integration option and test its performance. Our experimental set-up is using the tau distance
function to measure distance and the Cross-Entropy Monte Carlo mét6jdd{ aggregation.

Feature selection and Bayesian Network.Feature selection is the technique of selecting a
subset of relevant features for building learning models. A Bayesian Network is a probabilistic
model for classification. It is represented as a directed acyclic graph in which nodes represent
attributes and edges represent conditional dependencies. The probability of any variable of
a joint distribution can be calculated from conditional probabilities using the chain rules in
probability theory ¥]. This strategy is implemented in the Weka software envirortrfi4j.
CfsSQubsetEval §] and BayesNet24] are applied for the purpose of feature subset selection
and arget classification. The error is estimated by 10-fold cross-validation.

2.3.1 Individual analysis

Running miRanda and RNAhybrid locally, one needs to decide cut-offs for several features.
This is not the case for TargetScanS. The default settings of miRanda and RNAhybrid are to
ensure detecting targets as much as possible. They also lead to many false positive predictions.
In this case, we tune the parameters to find the best trade-off of true positive and false positive
predictions. It is known that miRanda associates each predicted target site with a score which
represents sequence complementarity degree between miRNA and its target as well as a free en-
ergy which measures the thermodynamics of the duplex. RNAhybrid predicts the targets with a
minimum free energynfe) value and g-value which represents the binding significance. The
optimum cut-offs are those which achieve the performance (PERF) with highest combinatior
of sensitivity (SENS) and specificity (SPEC), as defined by equations:

TP

SENS = 7 FN @
FP
PERF = SENS x SPEC (3)

where TP, FN, TN and FP represent true positive, false negative, true negative and false positive
respectively. Sensitivity is also referred as to the true positive rate (TPR) which is defined as the
ratio of experimentally supported miRNA-target gene interactions predicted by an algorithm.
Specificity is equal to 1- false positive rate (FPR) which is defined as the ratio of false miRNA-
target gene interactions detected by an algorithm as being true. We define performance as the
product of sensitivity and specificity as written in equation 3. This performance is used to op-
timize the parameters and serves as a common reference in comparing the different integration
strategies.

For model comparison, several performance measures have been described. In machine learn-
ing, the area under ROC Curve (AUQ)][is often applied. This number, however, does not

give a clue for parameter optimization. Alternatively, accuracy (ACZZ pr F1.score R3]

could be used and give similar results to our performance measure as they are derived from
sensitivity and specificity as well. Our motivation to use the performance as given in equation 3

is that it reflects the requirement to the system to achieve both a high sensitivity and specificity.
The value of performance is therefore logical and intuitive. And the performance differences
are amplified at high values of two variables when comparing to the linear calculations.
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Figure 2: Filter optimizations for miRanda and RNAhyrbid. The combination of sequence score
and free energy which achieves the best performance is set as thresholds for miRanda (left). The
best combination ofmfe and p-value is set as thresholds for RNAhybrid (right).

2.3.2 Integration

After analysis of individual algorithms, three integration strategies are performed. The first is
combining three individual approaches using various unions, intersections and majority vote.
The second integration method is ranking aggregation which combines several ordered pre-
dicted target lists to generate a super list. In our practice, targets are first ranked according to
the major feature of each prediction algorithms which are sequence score in miRanda, site-type
in TargetScanS anadfe in RNAhybrid. After that, three ranked lists are integrated to a final list

via a Cross-Entropy Monte Carlo method. The third integration approach is the application of

a Bayesian network classifier. In our approach, the Bayesian network classifier is applied to the
features measured by the individual target prediction approaches in order to discriminate two
classes of targets. For each miRNA-target gene interaction a maximum and a minimum value cf
feature sets are registered. These features are (1) from miRanda: complementarity score, free
energy, length of 3' UTR, relative binding position, number of hits; (2) from TargetScanS: site-
type, length of 3’ UTR, relative binding position, number of hits; (3) from RNAhybride,

p-value, length of 3’ UTR, relative binding position. Considering both the maximum and the
minimum values, there are 26 features in total. Subsequently, these features are then selected
by feature selection and further classified by a Bayesian network.

3 Results

Before comparing prediction accuracy, feature cut-offs of miRanda and RNAhybrid are opti-
mized. In order to achieve this, miRanda sequence complementarity score is tested from 100
to 180 with step=5 and energy is set from -10 kcal/mol to -30 kcal/mol with step=-2 kcal/mal,

In RNAhybrid, minimum free energy is tuned from -10 kcal/mol to -30 kcal/mol with step=-2
kcal/mol and thep-value is tuned from O to 1 with step=0.05. Fig@ehows the optimiza-

tion results for miRanda and RNAhybrid tested on true and shuffled sets. On the left, itis a
landscape plot of sequence score, energy and system performance for miRanda. As can be
seen, score=145 and energy=-10 kcal/mol lead to best performance represented by sensitivity
* specificity =0.477. On the right, the graph shows the relationships betmep-value and

system performance. Free energy is represented by each line. X-axis shpasthe chang-
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| cutofts | SENS| SPEC | PERF
| | True | Falseori Shuffled Coding|
miRanda Score-=145 | g5 | 0,429 0.72  0.822| 0414
energy=-10
TargetScanS - 0.815| 0.286 0.66  0.79 | 0.438
RNAhybrid mie<=-22 | (57g| 0454 0654 0629 0.313
p-value<=0.1

Table 2: Performance of individual algorithms. The last column shows the average performance
over the different sets. In order to assure that the results can be compared to that in Tabl&,4,5,
the shuffled set is listed but not used in the calculation of the average performance in this table.

ing from 0 to 1. Performance is depicted in y-axis. Further inspecting the graph, we found that
whenmfe=-22 kcal/mol, the system has very good performance overall. The system reaches
the highest performance whermie=-22 kal/mol andp-value=0.1.

3.1 Individual performance

After feature optimization, a peak performance for miRanda and RNAhybrid could be accom-
plished. Subsequently, three algorithms are compared. The average performance for each of
the individual is summarized in TabZ We found that TargetScanS has the highest sensitivity;
miRanda has the highest specificity when testing on shuffled and coding sequences; RNAhyr-
bid has the highest specificity when testing on validated false target set. Moreover, we observed
that miRanda and TargetScanS have similar patterns on different data sets. The specificity ¢n
coding set drop around 10% and 40-50% when comparing to that of shuffled andffiedst,
respectively. RNAhybrid, however, did not follow this pattern. A possible reason for this is that
miRanda and TargetScanS are sequence-based algorithms which respond similarly on different
types of sequences; whereas RNAhybrid is energy-based. In general, all three exhibit either.a
relative low specificity or/and sensitivity indicating that their prediction accuracy cannot yet be
considered satisfactory.

In addition, we found one interesting target-binding site feature that is consistently displayec
in three methods. Figurd shows the distribution of relative binding position of each data
set predicted by each method. The densities are estimated with a Gaussian kernel using R
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Figure 3: Characteristics of relative binding position in miRanda (left), TargetScanS (middle) and
RNAhybrid (right). The density plot of relative target-binding position of true, false _ori, shuffled
and coding sets are depicted in green, purple, red and orange respectively.
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| SENS | SPEC | 5577

‘ True ‘ Falseori Coding ‘

Unions

miRanda, TargetScanS, RNAhybrid 0.879| 0.179 0.573| 0.331
Intersections

miRanda, TargetScanS, RNAhybrid 0.452| 0.607 0.879 | 0.336
miRanda, TargetScanS 0.643| 0.464 0.866 | 0.428
miRanda, RNAhybrid 0.471| 0.571 0.841| 0.333
TargetScanS, RNAhybrid 0.516| 0.536 0.841| 0.335
Majority Vote

miRanda, TargetScanS, RNAhybrid 0.79 0.357 0.79 | 0.453

Table 3: Performance of various unions and intersections of the individual algorithms.

stats package]8]. Relative position is calculated as the position of a binding divided by

the length of target sequence. In the true data set, the predicted target sites in miRanda have
location bias at the end; they have slightly a higher density at the two ends of the sequences in
TargetScanS. This two ends binding preference is more obvious from RNAhybrid. In contrast,
the target binding sites of falsai set appeared more often at the beginning. While, the shuffled

sd shows nearly the uniform distribution. In summary, we conclude that the potential true target
sites are enriched at the end of the binding sequences. The reason is probably that the binding
sites are close to polyA tails which are the known factor effecting translation effici&nts[

3.2 Integration 1: combination

Ouir first strategy for integration is combining individual algorithms through various unions and
intersections. The average performance of each combination over different sets is displayed
in Table3. It can be seen that majority vote is the best combination girasence it has the
highest prediction performance. It is also higher than that of each individual algorithm. In
the intersection part, we observed that targets predicted by miRanda and TargetScanS have
higher degree of overlap than the other intersections. This is also because both of them weigh
sequence complementarity as a main factor in their algorithms. We also suggest that, for the
study of finding the networks involved by all the targets of a miRNA, using the union of these
three is an option. This solution will cover a high range of true targets, as a trade-off, it will also
cover a large number of false targets. This high false prediction rate can be reduced by further

True vs Falseori True vs Coding PERF

T T T T 1 I T T T T T 1
0 a0 100 180 200 1] a0 100 150 200 250 300

SENS=0.687 SPEC=0.687 SENS=1 SPEC=0 0.237

Table 4: Performance of ranking aggregation and symbolic plots of ranked lists. In the plot, true
and negative targets are displayed in green and red respectively. Axis shows the ranking index.
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Features ‘ ‘ Falseori Coding ‘ BayesNet

RNAhybrid miRanda TargetScanS | SENS SPEC SENS SPEC | PERF
0 0 1 Feature 1 0 0815 0.79] 0.322

0 1 0 Sdection 1 0 0809 0611 0.247

1 0 0 & 0.917 0.643 0.828 0.49 0.498

0 1 1 BayesNet 1 0 0.815 0.822 0.335

1 0 1 Classification | 5 987 0607 0.815 0.809 0.629

1 1 0 — 0.987 0.607 0.834 0.739 0.608

1 1 1 0.987 0.607 0.815 0.815 0.632

Table 5: Performance of Bayesian Network classification on different features. In the Features
calumn, 1 represents that the features from this algorithm are selected for the machine learning.

functional annotation analysis, e.g. targets can be further screened according to annotations
with pathway, disease and gene ontologies.

3.3 Integration 2: ranking aggregation

Three ranked target lists from miRanda, TargetScanS and RNAhybrid are generated by sorting
sequence score, binding site-type and energy respectively. For the miRNA-target gene interac-
tion with multiple binding sites, the best values are selected to represent the whole interactiors,
i.e. highest sequence score, stringent binding site and lowest minimum free energy. After thag,
three lists are integrated to one via the RankAggreg package. The symbolic results are dis-
played in Tabled. Ranking for top to the end are displayed in a direction from tieftight.

Green represents true targets; red represents false targets of coding (on the right) aonl false
sds (on the left) respectively. The average performance value is 0.237 indicating that ranking
aggregation cannot precisely detect the true targets. A conceivable explanation is that the ma-
jority of true miRNA target does not always have very high sequence complementarity or has
low free energy scores. Therefore, they are not always found in the top ranking list when using
the key factor exclusively as the ranking criterion.

3.4 Integration 3: Bayesian Network classification

Feature sets are first processed through a feature selection procedure and then classified by a
Bayesian Network. Their average performances are listed in Baliishows that discriminat-

ing true and false targets based on the features from all different algorithms achieves the best
performance. Furthermore, the classification performance on the features from RNAhybrid
together with either miRanda or TargetScanS is also relatively high. This indicates that fea-
tures from miRanda and TargetScanS are highly correlated and therefore could be redundarnt.
Evaluation using this machine learning approach puts RNAhybrid as the best algorithm of the
three individuals. As a comparison to the integration method 1 and 2, the Bayesian Network
classification method based on the features from all three algorithms results the best overall
performance and therefore can be considered as an optimal integration strategy.
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4 Conclusions and Discussion

Theincreasing interest in miRNA regulatory function triggered the development of many com-
putational approaches for miRNA target prediction. However, the large amount of approaches
and the low degree of prediction overlap between them might leave the users confused. In this
study, we demonstrated that the performance of current target prediction algorithms is by no
means perfect. However, a proper integration of these prediction algorithms can significantly
improve the prediction accuracy.

One of our contributions to the study of miRNA is to measure the performance of miRNA target
prediction algorithms using both the true-positive and false-positive rate. Measuring target
prediction performance has been recently addressed in few literature reviews. Most of these
reviews compared target prediction approaches either from algorithmic point ofd;i@®&} [ or

using the estimated false positive rat@Z] or using small numbers of experimentally validated
mMiRNA targets P1]. However, using only false positive or true positive rates issudficient

to indicate the prediction performance.

In our method, we generated the negative sets in a different way compared to previous studies.
Current research focuses on finding the true targets, and consequently, only a small number
of false targets are identified as by-products. This complicates calculation of false positive
rates. The most common way to generate negative data set is sequence-shuffling. Besides that,
we also used coding sequences as potential negative classes since most binding sites are not
located in this region. Interestingly, error rates approximated on different type of negative sets
have similar patterns. False positive rates on coding set are smaller than those on random set
in general; while false positive rates on 3' UTR of real false target set are larger than those or:
random set. This indicates that all three prediction algorithms predict relatively more binding
sites at 3'UTR.

The challenge of integration is to combine available data in a proper and efficient manner.
In this paper, we present three ways to integrate miRNA prediction algorithms. Algorithm
combination and ranking aggregation are high-level integration methods, and application of
a Bayesian Network classifier to the features measured by multiple prediction methods is a
novel low-level integration method. Testing on common data sets, integration through Bayesiai?
Network significantly improves prediction performance. This proves that, although high-level
integration methods are easy and direct to apply, they lose information as not all data is passed
to the integration stages. Moreover, low-level analysis which models raw data from different
sources is complicated but, on the other hand, higher accuracy can be achieved. We also chose
the proper classifieYousef et al. used Naive Bayes to classify targe2§|. The Naive Bayes
classifier is based on the assumption of strong independence between the features. In our case,
we found the Bayesian Network classifier did outperform the Naive Bayes since some of the
features are not independent. In the future, for the functionally unknown miRNAs, of which
the targets are unclear, we suggest the application of Bayesian Network classifier for target
prediction.

From our computational analysis, we discovered one significant feature of miRNA target in-
teraction. We observed that miRNAs have potential binding preference at the end of the target
sequences. In papd][itis claimed that miRNAs have location bias at the beginnmgyat the

end of 3" UTR. We found similar patterns. However, after further inspection of these patterns,
we also observed many false targets at the beginning of 3' UTR.
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Although Tarbase is a valuable resource for machine learning algorithms, the number of vali-
dated true targets and especially validated false targets is too small. We expect that with more
validated targets available, the prediction accuracy of our proposed integration methods using
Bayesian Network classification will increase. More improvement can be achieved by includ-
ing more relative features such as binding site conservation. One of our further research will
direct towards categorization of miRNA-target interaction to subtypes: once the target is val-
idated, it is interesting to understand and establish whether it is the target for degradation or
translation inhibition.
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