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Abstract: This article examines the transformative role of Artificial Intelligence (AI),
Generative Al (GenAl), and Large Language Models (LLMs) like ChatGPT and DeepSeek
in language teaching and learning. It highlights their capabilities, including personal-
ized content generation, automated assessment, real-time feedback, and administrative
efficiency, while emphasizing the necessity of prompt engineering to optimize outputs.
The PROMPT (Persona, Requirements, Organization, Medium, Purpose, Tone) frame-
work is introduced as a structured approach to crafting effective prompts. Case studies,
such as DeepSeek’s Python code generation, demonstrate practical applications. How-
ever, the article critically addresses limitations like bias, factual inaccuracies, and
ethical concerns, advocating for rigorous fact-checking and balanced human-Al
collaboration. By synthesizing research and practical examples, this article underscores
AT’s potential to enhance language education while urging educators to adopt critical
literacy and ethical frameworks to mitigate risks and ensure equitable, human-
centered learning experiences.
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1 Al GenAl LLMs and DeepSeek

Artificial Intelligence (AI) refers to computer systems that are designed to perform
tasks that typically require human intelligence. These systems can learn from
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experience, recognize patterns, make decisions, and solve problems (Nah et al. 2023).
Generative Al (GenAl) is an Al technology that automatically generates content in
response to prompts written in natural-language conversational interfaces. The
content can appear in formats that comprise all symbolic representations of human
thinking: texts written in natural language, images (including photographs, digital
paintings and cartoons), videos, music and software code. A large language model
(LLM) is a type of Al that is trained on a large amount of text data and can generate
new text. Itis used in applications such as language translation, text summarization,
and content creation. ChatGPT is a language model that allows people to interact with
a computer in a more natural and conversational way. GPT stands for “Generative
Pre-trained Transformer” and is the name given to a family of natural language
models developed by Open AI (Nah et al. 2023). ChatGPT uses natural language
processing to learn from Internet data, providing users with artificial intelligence-
based written answers to questions or prompts. These models are trained on large
text datasets to predict the next word in a sentence and, from that, generate coherent
and compelling human-like output (Ouyang et al. 2022).

The advantages of Al tools for language teaching and learning have been
demonstrated in various studies (see Ma et al. 2024 for an overview). Such tools help
language learners with new vocabulary and grammar (Baskara and Mukarto 2023;
Bezirhan and Davier 2023), enhance language comprehension thanks to glossaries
and translations (Jiao et al. 2023), facilitate conceptualization of new material
(Kohnke et al. 2023), and reinforce learning through tailored exercises (Kasneci et al.
2023). Ma et al. (2024) maintain that such Al tools also help teachers with language
teaching. Teachers can craft novel learning environments based on individual stu-
dent needs (Baidoo-Anu and Ansah 2023), create texts and dialogues (Crosthwaite
and Baisa 2023), and design lessons and interactive activities (Kasneci et al. 2023).
Some other uses of Al tools include assessing student work (Kasneci et al. 2023),
generating questions (Kohnke et al. 2023), automating essay writing, grading, and
providing feedback (Li et al. 2023; Mizumoto and Eguchi 2023), creating language
practice with immediate feedback (Fryer and Carpenter 2006), and motivating stu-
dents (Al et al. 2023).

LLMs can perform various tasks (see Belkina et al. 2025 for a review of partic-
ularly the educational applications). First, they can generate human-like text on a
variety of topics, such as writing prompts, summaries, and explanations (Ma et al.
2024). This can be useful for generating content for lesson plans, assignments, and
assessments. LLMs can also answer questions on a variety of topics. This can be
useful for providing students with quick and accurate answers to their questions, or
for generating discussion prompts (Kohnke et al. 2023). LLMs can provide
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Write a text asking a friend to be my Improve my essay writing ask me to Tell me a fun fact about the Roman
plus-one at a wedding 2 outline my thoughts 2 Empire 2

Write a Python script to automate Create a personal webpage for me after
sending daily email reports 2 asking me three questions 2

Make a sandwich using ingredients from Quiz me on world capitals to enhance

my kitchen 7 my geography skills 7

Figure 1: Various capabilities of LLMs.

recommendations on a variety of topics, such as books, articles, and videos, which
can be useful for providing students with personalized recommendations (Ma et al.
2024). LLMs can translate text from one language to another. Finally, LLMs can
summarize long pieces of text into shorter, more concise summaries. Figure 1 taken
from the OpenAl website (the company that created ChatGPT) illustrates various
other tasks ranging from writing Python code to making a sandwich using in-
gredients from a kitchen LLMs can perform.

In late 2024, a Chinese AI company called Hangzhou DeepSeek Artificial
Intelligence Basic Technology Research Co. Ltd., focused on research and devel-
opmentin the field of Artificial General Intelligence (AGI) and based in Hangzhou,
Zhejiang, in China, created their LLM DeepSeek. DeepSeek has fascinating
capabilities, one of which is writing detailed computer code. The prompt below
illustrates how to guide DeepSeek to generate the Python code to create the
snake game.

The prompt: I am a student at the Hong Kong University of Science and Technology. I major in
Biotechnology. I am taking a Python course. Our instructor asked us to create the ‘snake’ game in
Python. Can you write the whole code for me?

For those who are not familiar, the snake game is a classic arcade-style video
game where the player controls a growing snake that moves around a confined
space, collecting food (represented as dots) while avoiding collisions with walls or
the snake’s own body. We see that as aresponse to the prompt, DeepSeek outputs a
detailed Python code to generate the snake game. The code includes how to install
necessary packages, how to initialize the game, defining colors, and dimensions,
etc. The DeepSeek output to the prompt above is illustrated in Figure 2.
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deepseek (3)

Certainly! Below is a simple implementation of the classic "Snake" game using Python and the pygame
library. This code should give you a good starting point, and you can further customize or expand it as
needed.

Prerequisites:

1. Install pygame if you haven't already:

bash
pip install pygame

2. Save the code below in a Python file (e.g., snake_game.py ) and runit.

deepseelk ®

Full Code for the Snake Game:
C5 New chat
python

pygame
tine
randon

pygame. init

white
yellow
black
red
green
blue

dis_width
dis_height

Figure 2: Python code to create the snake game.

DeepSeek can even explain the code it generates in very simple language.
Figure 3 demonstrates how DeepSeek breaks down the code so that the user un-
derstands each part.

Given these vast functionalities, Al and LLMs can be indispensable tools for teaching
and learning, particularly in language education (Ma et al. 2024). First, Al tools can
enhance lesson planning and curriculum development processes. Al tools can also help
save time on research and preparation by providing relevant and accurate information
for lesson planning and curriculum development. This can free up time for teachers to
focus on teaching and supporting student learning. Moreover, Al tools can analyze
student data, student interests, and learning objectives to provide personalized recom-
mendations for lesson planning and curriculum development. This can help teachers
create more effective and engaging learning experiences that meet the needs of indi-
vidual students (Huang et al. 2023). Al tools have the capability to identify areas where
students may need additional support or where the curriculum may need to be adjusted.
This can help teachers create more effective and targeted lesson plans. Al tools can also
streamline administrative tasks. First, they can automate the grading process by
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deepseek ® hello

C5 New chat | don't understand the code. Can you teach me step by step what each of the functions does?

Of course! Let's break down the code step by step and explain what each part does. I'll walk you
through the key components and functions so you can understand how the game works.

1. Imports and Initial Setup

python

pygame
time
random

pygame. init

+ pygame : This is the library used to create the game. It handles graphics, input, and sound.

+ pygame.init() : Initializes all the pygame modules so they're ready to use.
deepseek

2. Colors and Display Setup

C5 New chat
python

white
yellow
black
red
green
blue

dis_width
dis_height

dis = pygame.display.set_mode( (dis_width, dis_height
pygame.display. set_caption(‘Sn ane

+ Colors: Colors are defined using RGB values (Red, Green, Blue). For example, white = (255, 255,

255) means pure white.
v

+ Display: The game window is created with a width of 800 pixels and a height of 600 pixels using

Figure 3: DeepSeek’s explanation of the python code to create the snake game.

analyzing student responses and providing accurate and consistent feedback. This can
save time and effort on grading, allowing teachers to focus on teaching and supporting
student learning. Next, Al tools can provide personalized feedback to students based on
their individual learning needs and performance (Crompton et al. 2024). Finally, AI tools
can help teachers respond to an email or create a newsletter. This can save hours of time,
and help teachers craft consistent, professional emails and other communication (see
Belkina et al. 2025 for a review of particularly the educational applications).

2 Prompt engineering

To benefit from all those functionalities of Al tools and LLMs such as ChatGPT and
DeepSeek, it is essential to know prompt engineering. Prompt engineering is the
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process of crafting clear, specific prompts that guide the AI language model to
generate relevant and accurate responses (Korzynski et al. 2023). The goal of prompt
engineering is to ensure that the Al language model generates responses that meet
the desired objectives and provide outputs that are on target. Prompt engineering is
all about being able to ask the right questions and it is a critical skill for using any
LLM. There are some key principles in prompt engineering. First, we need to identify
the purpose of the prompt and determine the main reason for writing the prompt.
For example, the purpose could be to generate creative writing, to facilitate class-
room discussions, or to support research projects. This ensures that the prompt is
tailored to the specific learning objective and target audience. Next, we need to
understand the target audience, know the age group, learning level, and/or cultural
background, in order to craft prompts that are relevant and engaging (Ciampa et al.
2023). Moreover, we need to use clear and concise language so that the prompts are
easy to understand and follow. Finally, we should provide sufficient contextual and
background information and make sure to include any necessary information to
help the AI language model generate accurate and relevant responses. This can
include providing relevant information about the topic, providing examples, or
providing links to additional resources. By following these tips, teachers can craft
effective prompts that guide the Allanguage model to generate accurate and relevant
responses (Korzynski et al. 2023).

2.1 Example prompts

Based on the principles of prompt engineering, we could craft prompts to carry out

various tasks on a variety of topics. Below are some example prompts:

— Generate a list of [number] objectives for my [grade and subject] class on [topic].
Each objective should begin with [sentence structure].

— Create a list of open-ended, critical thinking questions for [insert topic, subject,
and grade].

— Generate a list of discussion topics for [subject and grade level] class on [topic]
with [low/medium/high] complexity level.

— Create [number] essay prompts related to [topic] for [grade level] students.

— Generate [number] vocabulary words related to [topic or subject] and create a
[matching, multiple choice, and/or fill-in-the-blank] quiz with two versions: a
blank, student version and a teacher version with answers.

— Generate a list of [number] formative assessment ideas related to [topic] for my
[grade level and subject] students.

— Create a list of strategies for dealing with [issue] in my classroom. The issue
happens in my [grade, subject, time of day].
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Write an email to remind parents about our upcoming parent-teacher
conference. Include the date: [date], time: [time], location: [location], and
the following instructions: [instructions for how to schedule a meeting].
Create a response to this email [email content or issue raised in email] that
provides this response [response]. Keep the tone professional and friendly and
write from the point of view of [teacher, administrator, etc.]

Improve this content [content] by [changing the tone, fixing grammar, making it
more concise, and/or making it more engaging].

2.2 The PROMPT framework to create effective prompts

Although there is a plethora of prompt frameworks one could utilize, the PROMPT
framework from the Pennsylvania State University Library (https://guides.libraries.
psu.edu/berks/ai) is one of the most effective ones to optimize output from GenAl
platforms. PROMPT is an acronym that stands for:

Persona
Requirements
Organization
Medium
Purpose

Tone

Here is what one needs to do to craft effective prompts based on this framework,
taken verbatim from the Pennsylvania State University Library.

Persona
Assign a role. Example: “You are a [literary critic/compliance officer/patent at-
torney/etc.].”

Requirements

Define the parameters for output. Examples: “Topical content to include/exclude,
number of responses, word count/limit, reading level, standards compliance,
etc.”

Organization
Describe the structure of the output. Examples: “Alphabetical, chronological,
table, bulleted or numbered list, step-by-step instructions, etc.”


https://guides.libraries.psu.edu/berks/ai
https://guides.libraries.psu.edu/berks/ai
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—  Medium
Describe the format of the output. Examples: Prose, social media post, computer
code, spreadsheet, website, slide deck, audio/visual, recipe, dialogue script,
survey, interview, etc.

— Purpose
Identify the rhetorical purpose and intended audience. Examples: Explain,
summarize, pitch, entertain, college students, English language learners,
investor, first date, etc.

— Tone
Specify the tone of the output. Examples: Academic, professional, snarky, funny,
inspirational, sentimental, foreboding, etc.

3 Critical evaluation of AI responses
3.1 Limitations of LLMs

Although LLMs have many capabilities and we can craft the perfect prompt to get the
desired output, it is important to understand the limitations (see Ma et al. 2024 for an
overview). First, LLMs can be biased based on the data they were trained on (Baskara
and Mukarto 2023). If the training data is biased, LLMs may generate biased or
inaccurate responses. Next, many LLMs can make mistakes or provide inaccurate
information (Alkaissi and McFarlane 2023). Thus, it is essential to use LLMs in
conjunction with other teaching and learning resources to ensure that students are
receiving accurate and reliable information. Moreover, LLMs may not always un-
derstand the context of a question or statement, which can lead to inaccurate or
irrelevant responses (Mogavi et al. 2024). What is more, LLMs may not have a deep
understanding of complex topics or concepts, which can limit their usefulness
(Kocon et al. 2023; Mogavi et al. 2024). In addition, LLMs are trained on trillions of
datasets, some of which might not have been obtained consensually (Liesenfeld et al.
2023). When scraping data from the internet, LLMs have been known to ignore
copyright licenses, plagiarize written content, and repurpose proprietary content
without getting permission from the original owners or artists. LLMs may collect and
store data from user interactions, which can raise privacy concerns for educators
and students. Lack of familiarity with LLMs is also an issue (Athanassopoulos et al.
2023). Finally, overreliance on LLMs poses a risk of impairing learners’ critical
thinking and problem-solving skills (Lo 2023).
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3.2 Overcoming the limitations of LLMs

Given these limitations, it is crucial to check the output from LLMs (Cohen 2023;
Cutler 2023). Table 1below provides information regarding how we can overcome the
limitations of LLMs.

The first point to pay attention to when critically evaluating the output from any
LLM is to carry out factual verification. Figure 4 indicates how LLMs can provide
misguided responses. Even though there is no Turkish folk singer named Yilmaz
Koyli (the author of this article), the LLM provided such a response.

AT outputs should also be scrutinized for logic checks. I asked a LLM I live in
Kennedy Town, Chinese Hong Kong. How can I go to the Queen Mary Hospital taking
the MTR?” Anyone living in Hong Kong, China knows that the last station on the west

Table 1: Overcoming the limitations of LLMs by various fact checking strategies.

Information Fact-check strategies

type

Factual Ask “is this information true or false?”. Use lateral reading to open up a new tab and

verification do a search for the facts from the response. Ensure you are checking the information
from a source that has the expertise on that topic.

Logic checks Al tools are not experts in logic and can make errors. You can see this by asking an Al

tool to answer riddles. When asking Al anything puzzling, look for logical
inconsistencies.

Citation checks Al tools can sometimes make up sources that do not exist. Search for sources either
on Google, Google scholar, or library websites to confirm they exist.

Bias exploration  Are there other perspectives that might be missing from the AI's response? Read the
response with a critical eye and consider ideas that might be missing.

® Poe = 9 st 7, Newchat

Q Q Whois Yiimaz Koyli?

Explore ) Createbot +
® Assistant

o Aell& "' ' Yimaz Koyl is a Turkish folk singer and songwriter, recognized for his contributions to
i Turkish folk music. He is known for his authentic style and for addressing themes related to
rural life and cultural traditions in his songs. His work often resonates with audiences who
y appreciate the rich heritage of Turkish folk music. ff you have specific questions about his
"% 1 New chat music or career, let me know!

Figure 4: Aninaccurate LLM response that requires factual verification.
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side is the Kennedy Town station. The best and the fastest way to go to the Queen
Mary Hospital from the Kennedy Town station is to either take a minibus or a taxi,
which should take about 5 min. However, the Al output provides a response that is
extremely illogical as it mentions MTR lines that do not exist, and since it increases
the 5-min travel time to 40 min. The AI output is illustrated in Figure 5.

It is also crucial to check AI responses for citation checks. I asked an LLM to
provide a list of citations regarding how to use artificial intelligence and large lan-
guage models in language teaching and learning. It provided names, articles, and
links, some of which simply did not exist. This is illustrated in Figure 6.

As discussed earlier, Al models are biased, which necessitates exploring such
biases. I asked an LLM to list all the universities in Chinese Hong Kong. Figure 7
provides the Al output.

& Assistant Poc

Hello! How can | assist you today?

I live in Kennedy Town, Hong Kong. How can | go to the Queen Mary Hospital taking
the MTR?

& Assistant

To get to Queen Mary Hospital from Kennedy Town using the MTR, follow these steps:

. Start at Kennedy Town Station (MTR Line: West Island Line).

. Board the Train: Take the train heading towards Central.

. Transfer at Sheung Wan Station: Change to the Island Line (the blue line).

. Travel to Admiralty Station: Get off at Admiralty Station.

. Transfer to the South Island Line: Follow the signs to transfer to the South Island
Line.

. Get off at the next stop, Ocean Park Station: From here, you can take a taxi or a bus
to Queen Mary Hospital.

Figure 5: An illogical LLM response regarding transportation in Hong Kong, China.

7 New chat

@ Can you provide a list of citations regarding how to use artificial intelligence and large
Createbot + language models in language learning and teaching?

Assistant an t € @ Assistant
£ Helo o . D
H Here are some citations regarding the use of artificial intelligence (Al) and large language

models (LLMs) in language learning and teaching:
FLUX 1-ult

) New chat 1. Bonner, Euan; Lege, Ryan; Frazier, Erin (2023) - This paper discusses practical
ideas for using LLMs in the language classroom, highlighting their ability to generate
P o~ learner-centric materials and streamline teaching processes. It emphasizes the
PR potential of LLMs to alleviate teacher workloads and enhance personalized instruction
. Brown et al. (2020) - This foundational work on language models outlines the
capabilities of LLMs, including their application in various natural language processing
tasks, which can be leveraged in educational contexts to support language learning [1].
. Liu et al. (2022) - This study explores the integration of LLMs into educational
n settings, demonstrating their effectiveness in augmenting learning through automated
New chat feedback and assessment tools, particularly for open-ended questions [1].
4. Sarsa etal. (2022) - This research focuses on the automatic generation of

B8 Diamond Rain

Figure 6: An inaccurate LLM response with names, articles, and non-existent links.
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I then asked the AI why it listed The University of Hong Kong, which is always
ranked as the top university as the first one on the list. It argued that it was not biased.
Even though the LLM argues that it was not biased, the ranking of universities in
Chinese Hong Kong according to Times Higher Education illustrates that the list the Al
response provided mirrors the exact ranking of universities. This is indicated in
Figure 8.

@ Poe = 7, New chat

Q Q Can you list all the universities in Chinese Hong Kong?

Explore ) Createbot +
® Assistant

Sure! Here's a list of the universities in Chinese Hong Kong:

o Hello

1. The University of Hong Kong (HKU)

FLUX o 2. The Chinese University of Hong Kong (CUHK)
1) Newchat 3. The Hong Kong University of Science and Technology (HKUST)
4. City University of Hong Kong (CityU)
5. Hong Kong Polytechnic University (PolyU)
6. Lingnan University
7. The Education University of Hong Kong (EdUHK)
8. Hong Kong Baptist University (HKBU)
@ 'Di'amon; i ' : 9. The Open University of Hong Kong (OUHK)

10. The Hong Kong Institute of Vocational Education (IVE)

(4 Diamond Rain

Figure 7: Al output as a response to “List all the universities in Chinese Hong Kong”.

Home

Rankings < World University Rankings 2025 Rankings by subject Impact Rankings Reputation Rankings

University of Hong

35 Kong 79.6 65.0 70.5 96.1 96.3 97.4
9 Hong Kong

1 A
The Chinese w.
University of Hong ‘m(
K
44 LS 76.8 60.8 64.3 97.8 94.2 94.6
9 Hong Kong Wi
[ expiore | —
We
The Hong Kong
University of Science
d Technol
66 anc techno’ogy 72.9 54.1 60.9 93.0 100.0 98.1 ™
9 Hong Kong
[ explore | "

City University of
Hong Kong
78 9 Hong Kong 70.0 53.1 51.8 92.9 100.0 99.1

The Hong Kong
Polytechnic University

Figure 8: Ranking of universities in Chinese Hong Kong according to Times Higher Education.
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4 Implications for language teaching and learning

Having mastered prompts, and being equipped with the knowledge to critically
evaluate the Al responses, teachers can use various LLMs for language teaching
purposes (Belkina et al. 2025; Crompton et al. 2024; Huang et al. 2023.). An example
could be to use LLMs to create a rubric using the following prompt.

The prompt: I am a lecturer at The Hong Kong University of Science and Technology. This
semester, I am teaching a course titled “Professional Speaking for the Workplace”. Students
are supposed to give a 5-minute individual presentation on anything they are passionate
about. I have never assessed such a speaking task before. Can you create a rubric in a table?
The rubric should have 5 criteria and 5 proficiency levels (e.g., excellent, proficient, etc.) and
descriptions for each criteria.

The prompt above can easily help teachers create a very detailed rubric they could
utilize in their courses. We can also use LLMs to create various assessments. The
following prompt shows such a usage.

The prompt: I am a lecturer at The Hong Kong University of Science and Technology. This
semester, I am teaching a course titled “Advanced English Grammar”. I need to assess students’
use of definite and indefinite articles. Can you create an advanced level quiz for this purpose? I
need 20 fill-in-the-blank questions with instructions and an example.

AT tools and LLMs can also be effectively used by language learners. One way to
utilize such tools could be to get instant feedback. The following prompt demon-
strates how Al tools can be prompted to create an outline.

The prompt: I am a first-year student at The Hong Kong University of Science and Technology. I
study Mathematics. I am currently taking a course titled “Advanced Academic English for
University Studies”. I am supposed to write a reflection on my performance so far in the course
but I have never written a self-reflection before. What are some suggestions that you can give
me to get started on my reflection? Can you create an outline with bullet points for me?

Figure 9 shows the output.
LLMs can also be used as a personal tutor. The following prompt indicates how
Al can act as a grammar tutor.

The prompt: I am a first-year student at The Hong Kong University of Science and Technology. I
major in Global China Studies. I am taking a course titled “Intensive English Language for Uni-
versity Studies”. We have a number of writing assignments and whenever I submit a draft, my
instructor highlights my grammar mistakes. The instructor repeatedly said that I have problems
in noun clauses and relative clauses. I really don’t know the difference and I don’t know where to
start. Can you be my tutor and teach me noun clauses and relative clauses? You can ask me
questions, or ask me to create sentences and give me feedback on my responses.
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& Poe v @
@ chatGpPT
Q

Eiore N loaa ot Certainly! Writing a self-reflection can be a valuable exercise to assess your progress and
identify areas for improvement. Here's an outline with bullet points to help you get started
on your reflection:

@) oreeting

I. Introduction

&, Alchat « Briefly introduce the purpose of your reflection and the course you are taking.
3, Allchats

1. Initial Expectations
Your bots
« Discuss your initial expectations and goals for the course.
« Reflect on any specific challenges or concerns you had at the beginning.
Subscribe

1il. Course Content and Learning Experience

« Discuss the key topics and concepts covered in the course.
« Reflect on your learning experience, including any highlights or moments of clarity.

e « Describe any difficulties or areas where you faced challenges.

Settings IV. Progress and Achievements

« Evaluate your progress throughout the course.
Send feedback « Identify specific achievements or areas where you have improved.
« Provide examples or evidence to support your assessment.

8
®
S cresors
2
&
>

Download iOS app

4

Download Android app

-
& Poe z @ o

- T8 Pos - Greeting

V. Strengths and Weaknesses

Q Y

« Reflect on your strengths in the course, such as skills or knowledge areas where you
Explore > Create bot

excel.
« Identify areas where you feel you need improvement or where you faced difficuities.
©) creeting « Discuss any steps you have taken or plan to take to address these weaknesses.

V1. Learning Strategies
All chats 9S 9

« Describe the learning strategies you have used during the course.
« Evaluate the effectiveness of these strategies in helping you achieve your goals.

Ye bot: =
fourbots « Identify any adjustments or improvements you can make to your learning approach.

Subscribe VII. Interactions and Collaboration

« Reflect on your interactions with peers and instructors in the course.
« Discuss the benefits of collaboration and any challenges you encountered.
« Describe how these interactions have contributed to your learning experience.

Creators

Profile

VIIl. Goals and Future Improvements

Settings 5 - o o
« Set new goals or revise your initial expectations based on your reflection.

« Identify specific steps or actions you plan to take to improve your performance.
Send feedback « Consider how the insights gained from this reflection can help you in future courses.

IX. Conclusion

4

Download iOS app

Download Android app

Figure 9: The AI output for the reflection outline.

Figure 10 shows the output.

LLMs can be used for any language learning activity. The prompt below and the
following paragraph show how a learner can get feedback from Al to improve
coherence in writing.

The prompt: I am a first-year student at The Hong Kong University of Science and Technology. I
major in Physics. I am taking a course titled “Intensive English Language for University Studies”.
We have a number of writing assignments and whenever I submit a draft, my instructor has a
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@ PO e @ Greeting
Q @

Explore Createbot  + Of course, I'd be happy to help you understand noun clauses and relative clauses! Let's
start with noun clauses.

@ chatePT

@ Greeting A noun clause is a type of dependent clause that functions as a noun in a sentence. It can
act as the subject, object, or complement of a verb or a preposition. To better understand
noun clauses, let's begin with some examples:

All chats

1.
Subject:

Your bots « Example: "What she said is true." (The noun clause "What she said" acts as the

subject of the sentence.)

Subscribe 2

Object:

Creators « Example: "I believe that he will succeed." (The noun clause "that he will succeed"

acts as the direct object of the verb "believe.")

Profile
3. Complement:

« Example: "Her goal is to become a doctor." (The noun clause "to become a doctor"

- 3
Settings acts as the complement of the verb "is.")

© o

Now, let's move on to relative clauses.

Explore
A relative clause is a dependent clause that provides additional information about a noun in
the main clause. It usually begins with relative pronouns (such as who, whom, whose,

©) reeting which, or that) or relative adverbs (such as when, where, or why). Relative clauses can be
essential (defining) or non-essential (non-defining) to the meaning of the sentence. Here

=) are some examples:
3, Al chats

1

Essential Relative Clause:
Your bots

« Example: "The book that | borrowed from the library is excellent." (The relative
clause "that | borrowed from the library" defines which book is being referred to.)
Subscribe
2. Non-essential Relative Clause:

Croaton « Example: "My sister, who lives in London, is an architect.” (The relative clause "who
lives in London" provides additional information about the noun "sister," but it can

be removed without changing the essential meaning of the sentence.)
Profile

Settings Now, I'd like you to try creating some sentences using noun clauses and relative clauses.
Feel free to ask me any questions along the way, and I'll provide feedback on your

responses!
Send feedback

Figure 10: The Al output showing how it acts as a grammar tutor.

lot of recommendations. My grammar is almost perfect and he says that I have no issues there.
My instructor tells me I have to improve coherence in my writing. I don’t know what that means.
Here is a piece of self-reflection I wrote for the course. Can you tell me how to improve
coherence in the following paragraph?

The paragraph: I believe that I contributed to my group’s discussions well and communicated
my opinions on what we should do during the seminar presentation and e-magazine process.
My group and I did well in giving our input on the challenges we faced and finding a
compromise when we wanted to do different things. To improve my discussion and leadership
skills, I should prepare more in advance. I believe that my synthesis paper turned out okay but
could be better. It was due during the same weeks as my midterms, so 1 couldn’t spend as much
time on it as I would’ve hoped, and with extra time on it, I could’ve done better. My seminar
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presentation turned out well regarding the information I presented and my script, but my
audience engagement definitely could’'ve been better. Finally, I believe that my group’s
e-magazine turned out pretty well. The main feedback I have received is to have more audience
awareness during presentations, which I don’t have much experience in, so I will need to
improve on that in the future. During the seminar and e-magazine process, I learned a lot about
the importance of communicating well with my group members. Even though we were working
on separate sub-topics, we still had to ensure good group cohesion. The biggest challenge my
group and 1 faced was deciding the topic and audience of our e-magazine, because everyone
wanted to do what was best for their own sub-topic, but we had to communicate well to come to
a compromise and find a topic everyone was happy with!

Figure 11 below indicates the output.

. Poa - Greeting
@ Poe @ Greeting
Q @ chatepPT

Explore > Create bot Overall, your paragraph provides a good overview of your contributions and experiences in
the group project. To improve coherence, which refers to the logical flow and connection of
ideas in your writing, consider the following suggestions:

©) creeting

1h
Topic Sentences: Begin each paragraph with a clear topic sentence that introduces the
All chats main idea of that paragraph. This helps the reader understand the focus of each
section.
. Organize Your Thoughts: Structure your paragraph in a logical manner, grouping related

Your bot N : M N N
ourbots ideas together. Consider organizing your paragraph in the following way:

a. Introduction: Start with a topic sentence that briefly introduces your overall
Subscribe contributions to the group project.
b. Contributions to Discussions and Decision-Making:
Creators « Discuss how you actively participated in group discussions and communicated your
opinions effectively.
Profile « Mention the challenges faced and how you and the group found compromises.
« Emphasize the importance of good communication and group cohesion.

Settings c. Evaluation of Individual Tasks:

« Discuss your thoughts on your synthesis paper, explaining the challenges you faced
due to time constraints and how you could have improved with more time.

« Mention the strengths and weaknesses of your seminar presentation, focusing on
the information presented and audience engagement.

@ Greeting 0 share

Send feedback

Can you give me specific examples about how to improve my coherence?

Explore > Create bot +
@ chatGpPT

©) creeting Certainly! Here are specific examples of how you can improve coherence in your paragraph:

Original: | believe that | contributed to my group’s discussions well and communicated my
opinions on what we should do during the seminar presentation and e-magazine process.
My group and | did well in giving our input on the challenges we faced and finding a
compromise when we wanted to do different things.

G, Allchats

Your bots N " - " " "
Revised: | actively contributed to my group's discussions and effectively communicated my

opinions regarding the seminar presentation and e-magazine process. Our group
eriE demonstrated strong collaboration by providing valuable input on the challenges we
encountered and successfully finding compromises when we had differing viewpoints.

Creators Original: To improve my discussion and leadership skills, | should prepare more in advance. |
believe that my synthesis paper turned out okay but could be better.

Profile Revised: In order to enhance my discussion and leadership skills, | recognize the
importance of better preparation in advance. While | consider my synthesis paper to be
satisfactory, | acknowledge that with more time and dedication, | could have elevated its

Settings quality.

Original: My seminar presentation turned out well regarding the information | presented and

Send feedback my script, but my audience engagement definitely could've been better.

Revised: Although my seminar presentation effectively conveyed the intended information

4 O ¢

Download iOS app

Figure 11: The Al output showing how the language learner can improve coherence in writing.
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5 Conclusions

In conclusion, Al and LLMs like ChatGPT and DeepSeek offer transformative op-
portunities for language education, enabling personalized learning, efficient
resource creation, and instant feedback (Ma et al. 2024). Tools such as automated
rubric design and grammar tutoring exemplify their pedagogical value, supported by
structured prompt engineering strategies like the PROMPT framework. However,
challenges including bias, factual errors, and ethical dilemmas necessitate vigilant
and critical evaluation by educators and learners. This article underscores the
importance of verifying Al-generated content through fact-checking, logic validation,
and bias exploration to ensure reliability. Successful integration of Al in education
requires balancing technological innovation with human oversight. By prioritizing
ethical guidelines, transparency, and continuous refinement of Al tools, we can
harness their potential to complement but not replace traditional pedagogy, ulti-
mately enriching language education (Belkina et al. 2025).
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