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Abstract: This study examines the workload, translation quality, and user percep-
tion associated with Chinese—English (C-E) post-editing (PE) performed by student
translators using three tools: DeepL, ChatGPT-4o, and DeepSeek-V3. Thirty Master of
Translation and Interpreting (MTI) students from a comprehensive university in
China participated in the study. Source texts of varying types, but similar complexity
level, served as the materials for raw machine translation outputs. By analyzing
variables such as task duration, keyboard events and pause length, translation
quality assessment data of 120 post-edited files, and questionnaire responses, the
study yielded the following findings: (1) The use of neural machine translation (NMT)
or large language models (LLMs) did not significantly impact overall PE workload,
though students assisted by LLMs required fewer keyboard events when editing
popular science texts; (2) LLM-assisted PE demonstrated higher quality than those
edited with DeepL, as evidenced by fewer error counts and lower error scores; (3)
Participants perceived ChatGPT-4o to be the most effective tool for error correcting
ability and task efficiency. DeepSeek-V3 was rated highest in terms of user experi-
ence, while DeepL was regarded as the most reliable in terms of information accu-
racy. By comparing students’ PE workload, translation quality and user perception
across different scenarios, this study offers new insights into human-AI collabora-
tion in PE workflows and its implications for translation pedagogy in the Al era.
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1 Introduction

The emergence of generative artificial intelligence (AI) has significantly transformed
thelandscape of machine translation (MT) and translation education. Large language
models (LLMs), such as OpenAI’s ChatGPT, represent a milestone in this evolution,
achieving unprecedented performance in generating accurate, fluent, and contex-
tually appropriate translations. These advances have not only revitalized MT
research (Jiao et al. 2023) but also promoted the development of interactive post-
editing (PE) practices, posing both opportunities and challenges for translation
pedagogy and translation workflows in the Al era (Hu and Li 2024; Wang and Wang
2023). Translation service providers, including SDL Trados and Lionbridge, have
swiftly adopted Al-powered tools, and consequently, translation workflows have
evolved from human translation, computer-assisted translation, and human-
machine collaborative translation to a new model of human-Al collaborative
translation (Wang 2024; Wang and Zhang 2025).

While AI technologies continue to reshape the translation landscape and offer
new pathways for human-AI collaborative translation (Geng and Hu 2023), existing
research mostly focused on evaluating the output quality of LLMs — such as ChatGPT
and Gemini — and analyzing LLM-assisted PE processes (Farghal and Haider 2024;
Gao et al. 2024; Hendy et al. 2023; Zhong et al. 2024). These studies highlight the
remarkable potential of LLMs in translation tasks. However, as Huang (2022) cau-
tions, “Translation technologies should serve as tools to assist human translators,
with full respect to their agency.” Therefore, in the midst of Al-driven innovations, it
is essential to consider not only the capabilities of AI systems but also human per-
formance and perceptions of engaging with such tools.

Meanwhile, LLMs developed in China, such as DeepSeek, have shown promising
results in translation tasks (Liao 2025) and deserve further empirical investigations.
In parallel, although NMT systems may lack interactivity, they continue to offer
stable and high-quality outputs through advanced translation algorithms (Adawiyah
et al. 2023), making them a relevant comparator to LLMs in PE tasks.

Against this backdrop, the present study aims to examine the assistance role of
LLMs and NMT tools in Chinese—English (C-E) PE. Focusing on the performance and
perceptions of Master of Translation and Interpreting (MTI) students, the study
compares three widely used tools — DeepL, ChatGPT-40, and DeepSeek-V3 — in terms
of their impact on PE workload, translation quality, and user perception. A mixed-
methods approach is adopted, integrating keystroke logging, error annotation,
screen recording, and questionnaire surveys to provide a comprehensive under-
standing of the assistance role of different tools used by student translators in PE
practices.
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2 Literature review
2.1 LLMs in translation practice

LLMs, a type of language models that utilizes neural networks containing billions of
parameters, are generative mathematical models of the statistical distribution of
tokens in the vast public corpus of human-generated text. Their abilities have been
proved in various language-related tasks, including text synthesis, translation,
summarization, question-answering, and sentiment analysis, by leveraging deep
learning techniques and large datasets (Raiaan et al. 2024; Shanahan 2024).

In the context of translation, LLMs offer assistance through two primary
affordances: access to expansive knowledge bases and real-time interactive feed-
back. Compared with traditional NMT systems, LLMSs are pretrained on diverse and
extensive textual corpora, which allows them to capture various forms of knowl-
edge - including event, relational, factual, and commonsense knowledge (Da et al.
2021; Han and Chai 2024; Heinzerling and Inui 2021; Kauf et al. 2023; Safavi and Koutra
2021). This breadth of information enables LLMs to support translators in generating
target texts that are more contextually relevant and factually accurate, thereby
improving both translation quality and efficiency.

A further advantage of LLMs lies in their capacity for real-time, dialogic inter-
action. Through multi-turn conversation, these models can tailor feedback to users’
individual needs, cognitive styles, and translation goals. Techniques such as chain-of-
thought prompting simulate human cognitive processing, thereby enhancing the
depth and personalization of the interaction (Dai et al. 2023; Lu and Chen 2024).
Within translation contexts, feedback serves not merely a corrective function but
also a pedagogical one — enabling translators to read their translation work from the
perspectives of readers or users, and fostering the capacity for self-directedness and
self-assessment (Washbourne 2014).

ChatGPT, as a prominent example of LLMs, can provide real-time feedback and
offer targeted suggestions for revisions (Dai et al. 2023). It is characterized by short
response time, high efficiency, numerous outputs, diverse options, and personalized,
context-aware supports. Previous empirical studies demonstrate that both post-
graduate and graduate students of translation major significantly improve their
translation quality through revision assisted by ChatGPT’s interactive feedback (Zhu
and Shao 2024, 2025).

Although ChatGPT and other models have demonstrated strong translation
competence and are increasingly adopted in both translation practice and academic
research, relatively few studies have focused on LLMs developed in China. Their
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potential to support student translators during PE — especially in comparison with
established NMT systems — remains under-investigated.

2.2 Al-assisted PE

PE refers to the systematic evaluation, refinement, and modification of MT outputs to
meet specific quality standards. This process involves correcting errors, improving
accuracy, and enhancing overall readability (Bowker and Ciro 2019; Feng and Cui
2016; ISO 2014). PE has become an integral part of modern translation workflows,
especially in the context of increasingly advanced Al systems.

Operationally, PE is typically categorized into two levels: light post-editing (LPE)
and full post-editing (FPE). LPE emphasizes semantic correctness and basic
comprehensibility, tolerating some grammatical or syntactic inaccuracies as long as
the core information remains intact. The output may retain traces of machine-
generated style, with imperfect grammar or unnatural phrasing, but is expected to
be accurate in content. In contrast, FPE aims for grammatically, syntactically, and
semantically correct translations that are also stylistically appropriate. While the
final product may not match the stylistic nuance of a native-speaker human trans-
lator, it is expected to meet professional translation standards in terms of fluency,
coherence, and linguistic correctness (Nitzke and Gros 2020).

As Pym (2012) observed, “Statistical-based MT, along with its many hybrids, is
destined to turn most translators into post-editors one day, perhaps soon.” This
prediction has materialized in part with the rise of LLMs, which have shifted
translation from a linear, one-directional process to a dynamic, interactive, and
increasingly intelligent collaboration between humans and AI systems. Translators
now routinely engage with Al-driven tools to improve productivity and output
quality (Wang et al. 2023).

Trained on multilingual corpora, LLMs, such as ChatGPT, are capable of man-
aging complex linguistic patterns and generating fluent, contextually appropriate
translations in PE tasks. Their strength lies in handling a wide range of general-
domain content with coherence and high speed. However, limitations persist,
particularly in relation to domain-specific texts or distant language pairs, where
LLMs’ outputs often fail to match human-level precision or stylistic appropriateness
(Bhattacharyya et al. 2023; Li and Li 2025). In these cases, human intervention
through PE remains indispensable. The integration of human expertise and Al
assistance continues to be a promising and complementary approach in PE
workflows.

Recent studies have examined PE from multiple perspectives, including strate-
gies for improving translation quality and reducing cognitive load (Fan and Yang
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2024; Geng 2024; Shin and Chon 2023), comparisons between human translation and
MT output (Jia and Sun 2022; Wang et al. 2024), the relationship between PE and
translator effort (Lu and Sun 2018; Wang and Wang 2024; Zhong et al. 2024), and the
application of PE in translation education (Feng and Liu 2018; Wang and Wang 2023;
Zhong and Shu 2020). While the emergence of LLMs has opened a new avenue for
human-AI collaborative PE (Geng and Hu 2023), empirical studies in this area remain
limited (Khasawneh and Khasawneh 2023). Understanding the assistance roles of
different tools in PE — particularly their effectiveness in assisting students during
practices — is of significant importance for both the improvement of translation
competence and the advancement of translation technologies.

To address this gap, the present study adopts a mixed-methods approach,
incorporating keystroke logging, error annotation, screen recording, and question-
naire surveys, and recruits MTI students from a comprehensive university in Central
China to participate in the study. They conducted full post-editing tasks on C-E MT
output, using both NMT and LLM tools — specifically, DeepL, ChatGPT-40, and
DeepSeek-V3. The investigation focuses on three dimensions: workload, translation
quality, and user perception. By evaluating student performance and perceptions
across these dimensions, the study aims to shed light on the assistance role of
different tools in supporting student translators’ PE. Ultimately, the findings are
expected to contribute to the optimization of PE strategies, the development of
student translators’ PE competence, and the innovation of Al-integrated translation

pedagogy.

3 Research design

This study employed a quasi-experimental design with the intent of minimizing the

impact of potential variables on experimental results as much as possible. It aims to

investigate the assistance role of LLMs and NMT in student translators’ PE in terms of

workload, translation quality and user perception by answering the following

research questions (RQs):

RQ1: Do student translators experience different workloads when assisted by LLMs
and NMT during PE tasks?

RQ2: Does the post-edited translation quality by student translators differ when
assisted by different tools?

RQ3: How do student translators perceive DeepL, ChatGPT-40 and DeepSeek-V3 in
supporting PE?



6 =—— ShaoandZhu DE GRUYTER

3.1 Participants

This study recruited 30 MTI students as participants. Among them, 5 were male and
25 were female, with an average age of 23.6 years (SD = 0.93). A total of 100 % had
passed the Test for English Majors Band 8 (TEM-8), indicating that their language and
translation proficiency met the general standard for professional translators. All
participants were native Chinese speakers with English as their second language.
The pre-experiment questionnaire confirmed that all participants were skilled at
typing and had not previously read the experimental texts. Informed consent was
obtained from all participants before the experiment, and they were compensated
for their participation.

3.2 Materials
3.2.1 Complexity measurement

Given that the complexity of source texts can significantly affect the difficulty level of
PE tasks (Jia and Zheng 2022), and overly lengthy passages may lead to participants’
fatigue, while overly short sentence lengths may leave few opportunities for PE
(Daems et al. 2017a, 2017b), this study considered both lexical and syntactic
complexity in text selection.

Lexical complexity was assessed using the total number of characters and the
root type-token ratio (RTTR). Syntactic complexity was evaluated through three
commonly used indicators: mean length of T-unit (MLTU), mean length of clause
(MLC), and mean length of sentence (MLS). These five indices were calculated using
the L2C-Rater, an automated Chinese text analysis tool developed by Beijing Normal
University (Wang and Hu 2021). This approach ensured a comprehensive and
objective measurement of source text complexity.

3.2.2 Source texts selection

Since the study focused on C-E PE and all participants were native speakers of
Chinese, four source texts in Chinese were selected, each representing a distinct
genre to reflect a variety of linguistic and stylistic features commonly encountered in
real translation practices. They were excerpts from the bilingual introduction of Lu
Ban Lock in the China Science and Technology Museum, Modern Chinese Essays
Volume I (“5&i¥H EBIARHES % (—)” in Chinese), The Backstage Clan (“¥ 47 in
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Table 1: Source text information.

Indices Text1 Text2 Text3 Text4 Mean SD
Popular science Prose Novel Academic work

Character Num 162.00 164.00 176.00 160.00 165.50 7.19

Lexical RTTR 8.06 7.77 8.42 7.76 8.00 0.31

MLTU 16.20 11.71 11.00 10.00 12.23 2.74

MLC 13.50 7.81 9.78 7.27 9.59 2.82

MLS 54.00 41.00 58.67 53.33 51.75 7.55

Chinese), and Fundamentals of Chinese Culture (“f'[E3C{t%:” in Chinese)
respectively (Chen 2019, 2023; Liang 2018, 2021; Zhang 2007). Each text had similar
levels of complexity (see Table 1). Some examples from the source texts, and their
English translations were shown in Appendix A.

3.2.3 Translation quality evaluation rules

Building on prior research in error typology and annotation rules (Li 2022; Secara
2005; Zhang and Zhao 2024; Zhu and Shao 2024), this study developed a set of error-
based human evaluation rules, adapted to the linguistic and genre-specific features
of the experimental texts (see Appendix B). To ensure the reliability and objectivity of
the evaluation, error annotation was conducted by four postgraduate students with
extensive experience in translation practice, each holding Level II certification in the
China Accreditation Test for Translators and Interpreters (CATTI). The process was
guided by a senior professor in translation studies.

Each post-edited translation was systematically annotated for errors and scored
according to the established rules. In detail, all culture type errors were classified as
major errors due to their potential to disrupt intercultural communication. For other
error types, a two-level severity scale was adopted:

Major errors (5 points): Errors that distorted meaning, misled readers, or
significantly hindered comprehension.

Minor errors (1 point): Errors that affected fluency, style, or appropriateness
without obstructing understanding.

To prevent inflated scores, repeated occurrences of the same error within a
single sentence were only counted once. Cross-evaluation among the four raters was
employed to mitigate potential bias and enhance inter-rater consistency in assessing
translation quality.
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3.3 Experimental procedures

The 30 participants were randomly assigned to three groups.

Group 1 (G1) used the traditional NMT tool DeepL, with the option to consult online
resources such as Baidu.com for reference when needed.

Group 2 (G2) was assisted by ChatGPT-40 developed by OpenAL

Group 3 (G3) worked with DeepSeek-V3 developed by Hangzhou DeepSeek Artificial
Intelligence Co., Ltd.

Prior to the formal experiment, each group received targeted technical training
sessions, aiming to reduce disparities in participants’ familiarity with technological
tools and PE-related knowledge, thus minimizing their potential impact on experi-
mental outcomes.

As Youdao Translate has relatively stable performance across various kinds of
texts (Dai and Liu 2024), it was employed to generate the raw machine translations of
the source texts and some examples were shown in Appendix A. In Translog-II, the
source texts and their MTs were displayed as Figure 1. Participants needed to com-
plete the PE tasks of all four texts on Translog-II User as quickly as possible.

After completing the tasks, participants’ PE files were collected from the three
groups, yielding 120 translation products along with their editing process records,
and then, participants were asked to complete a brief questionnaire designed to
collect their subjective evaluations of the error correcting capabilities of each tool, as
well as of the tools’ advantages and disadvantages in supporting their PE tasks.

v ¥ DeepSeek - Into the Unknown x

The Lu Ban Lock, also known as the Confucius Lock
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Figure 1: An example of the student translator’s post-editing interface.
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4 Results

After collecting the experiment data from each group, we conducted a comparative
analysis from the three perspectives: workload, translation quality, and user
perception based on keystroke logging, screen recording, error annotation and
questionnaire results.

4.1 Workload

Krings (2001) classified the workload of PE into temporal, technical, and cognitive
efforts. Temporal effort refers to the time needed for PE, technical effort relates to
deletions, insertions, and other mechanical operations, while cognitive effort in-
volves the mental processing activated during PE. In this study, to measure these
three types of efforts, we adopted task duration, keyboard events, and pause length,
which were recorded and processed using Translog-II and CRITT TPR-DB (Carl et al.
2016).

First, the normality of the three types of effort data was examined using the
Shapiro-Wilk test in SPSS 27.0 for Windows. A p-value higher than 0.05 indicated that
the data followed a normal distribution, while a p-value lower than or ecual to 0.05
suggested a non-normal distribution. Subsequently, a one-way ANOVA was con-
ducted for normally distributed data, and the Kruskal-Wallis test was employed for
non-normally distributed data. When a significant difference was found, post hoc
comparisons were conducted using the Bonferroni test for parametric data and the
Mann-Whitney U test for non-parametric data, in order to determine whether the
use of NMT or LLMs had a significant impact on student translators’ performance.

Task duration refers to the time needed to complete PE tasks, and a longer task
duration indicates more temporal effort. Data analysis revealed that there was no
significant difference (p = 0.228) in total task duration among the three groups when
text type was not taken into account. Similarly, when text type was considered, there
were also no differences in task duration across different groups for popular science
(p =0.147), prose (p = 0.543), novel (p = 0.256), or academic work text (p = 0.738) tasks.

Keyboard events refer to translators’ keyboard operations, and a higher number
of events indicates greater technical efforts. Based on comparative statistics, there
was no significant difference in the total number of keyboard events among the three
groups (p = 0.079).

However, when analyzed by text type, a significant difference (p = 0.008) was
observed in the number of events for the Text 1 task. Based on Table 2, the post hoc
comparison result indicated that, students of G2 and G3 required fewer keyboard
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Table 2: Comparison of total keyboard events of G1, G2 and G3 in Text 1 task.

G1 G2 G3 Sig. Post-hoc

Sum M SD  Sum M SD  Sum M sD

43 430 0.48 30 3.00 115 27 270 116 0.008° 1>2"1>3"2=3

Note: *p < 0.05, **p < 0.01.

events than that of G1in this task. Nevertheless, for Text 2 (p = 0.225), Text 3 (p = 0.098),
and Text 4 (p = 0.338), no significant differences in the number of keyboard events
were observed among the groups.

In terms of cognitive effort, a threshold of 1,000 ms was adopted to filter out
shorter pause lengths, and only pause lengths equal to or longer than this threshold
were included in the analysis. The longer the pause length, the greater the cognitive
effort required during PE tasks (Kumpulainen 2015).

Our results showed that, when text type was not taken into consideration, there
was no significant difference (p = 0.965) in total pause lengths among the three
groups. Similarly, when examining student translators’ cognitive effort across
different text types, no significant differences in pause lengths were found among the
groups for Text 1 (p = 0.995), Text 2 (p = 0.804), Text 3 (p = 0.924), or Text 4 (p = 0.886).

In summary, from the perspective of PE workload, the findings suggest that
when student translators engage in PE tasks involving texts of similar complexity,
the use of either LLMs or NMT does not lead to significant differences in total
temporal, technical, or cognitive efforts. The only notable exception was found in the
PE task involving the popular science text, where students assisted by ChatGPT-4o0
and DeepSeek-V3 completed the task with fewer keyboard events compared to those
using DeepL. This may be attributed to the fact that popular science texts — unlike
prose, novels, or academic work texts — are generally easier for LLMs to process.

4.2 Translation quality

Although translation quality assessment involves both automatic and human eval-
uation (Yang 2012), our prior experimental experience and the results of automatic
translation evaluation in this study suggest that automatic metrics such as BLEU,
TER, and METEOR - while capable of reflecting quality differences — are insufficient
for capturing the PE process or identifying specific error types (Daems et al. 2017a,
2017b). Therefore, this study only reports the results of human evaluation results.
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4.2.1 Error counts

First, we calculated the error counts in student translators’ outputs based on the
Human Evaluation Rules (see Appendix B) and adopted the same data processing
methods to compare the three groups’ data using SPSS 27.0 for Windows.

According to Tables 3 and 4, the total error counts in students’ post-edited
translations decreased across all three groups compared with the raw MT outputs.
However, statistically significant differences were observed in total error counts be-
tween G1 and G2, as well as between G1 and G3. Specifically, the total number of errors
in G2 or G3’s translations was less than that of G1, with a more pronounced difference
between G1 and G3. This suggested that assistance from LLMs — particularly DeepSeek-
V3 - led to fewer translation error counts across the four PE tasks compared to
assistance from the NMT tool.

In terms of the five error types, differences were also observed across the
groups. For completeness, accuracy, and style errors, students in G1 produced more
errors than those in G2 and G3. In the case of culture errors, with the assistance of
ChatGPT-4o, students produced fewer errors than when using DeepL. For language
errors, no significant differences were found among the three groups, indicating that
all tools were comparably helpful in addressing grammatical, spelling, and incorrect
word choice errors.

Given that the PE tasks involved four different types of texts, the effectiveness of
assistance also varied by text type. As shown in Table 5, significant differences in
translation error counts were found between G1 and G2, G1 and G3 across all texts,
with G1 consistently producing more errors. Further comparative analysis on error
types revealed that, in the case of Text 1, student translators assisted by both
ChatGPT-40 (Pcompleteness = 0.039; Paccuracy = 0.003) and DeepSeek-V3 (Pcomplete-
ness = 0.012; Paccuracy = 0.03) produced less completeness and accuracy types of errors

Table 3: Error counts and scores of MT outputs.

Error type Text 1 Text 2 Text 3 Text 4 Total

Sum Score Sum Score Sum Score Sum Score Sum Score

Completeness 2 10 0 0 3 15 0 0 5 25
Accuracy 6 26 6 30 6 22 6 26 24 104
Language 2 10 0 0 2 10 2 10 6 30
Culture 0 0 2 10 4 20 0 0 5 30
Style 1 5 3 3 1 5 3 1" 8 24
Total 1 51 1" 43 16 61 1" 47 48 232
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Table 4: Error counts in the five error types.

Error type G1 G2 G3 Sig. Post-hoc

Sum M SD Sum M SD Sum M SD

Completeness 43 430 048 30 3.00 1.15 27 270 1.16 0.003" 1>2"1>3"2=3

Accuracy 184 18.40 2.41 135 1350 2.80 130 13.00 1.34 0.001™" 1>2"1>3™
2=3

Language 65 650 151 54 540 246 47 470 149  0.070

Culture 40 400 105 28 280 079 30 3.00 0.94 0.030° 1>2"2=3

Style 57 570 116 27 270 134 24 240 201 0001 1>2""1>3"
2=3

Total 389 38.90 479 274 27.40 6.50 258 2580 6.34 0.0017" 1>2"1>3""
2=3

Note: *p < 0.05, **p < 0.01, ***p < 0.001.

Table 5: Error counts in the four texts.

Text type G1 G2 G3 Sig. Post-hoc

Sum M SD Sum M SD Sum M SD

Text1 88 880 1.81 65 650 1.08 61 6.10 233 0.005" 1>2"1>3"2=3
Text2 82 820 175 67 670 095 54 540 246 0.008" 1>2"1>3"
Text3 106 1060 2.01 68 680 3.88 73 730 327 0.018 1>2"1>3"
Textd 102 1020 132 64 640 276 58 580 220 0.001"" 1>2"1>3"

Note: *p < 0.05, **p < 0.01, ***p < 0.001.

compared with those assisted by DeepL. For Text 2, ChatGPT-40 (pgy1e = 0.001) and
DeepSeek-V3 (pgiyie = 0.008) both helped students reduce style type errors, and
DeepSeek-V3 (Paccurary = 0.01) was slightly more effective in the accuracy respect. In
Text 3, ChatGPT-4o significantly helped them reduce errors in accuracy and culture
(Paccuracy = 0.031; pewicure = 0.014) aspects, while DeepSeek-V3 contributed to reducing
accuracy errors (Paccuracy = 0.04). In Text 4, both ChatGPT-40 (Paccuracy = 0.002) and
DeepSeek-V3 (Paccuracy = 0.004) effectively helped reduce accuracy errors.

4.2.2 Error scores

Secondly, we calculated each student’s error scores. According to Tables 3 and 6,
three groups of students’ error scores were lower than those of MTs, and no sig-
nificant difference was found between the total error scores of G2 and G3, while both
groups differed from G1. The differences of total error scores appeared between G1
and G2, G1 and G3, indicating that with LLM assistance, student translators
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Table 6: Error scores in the five error types.

Error type G1 G2 G3 Sig.  Post-hoc

Sum M SD Sum M  SD Sum M  SD

Completeness 195 19.5 354 152 152 461 131 131 489 0.005" 1>3"
Accuracy 736 736 996 608 60.8 1036 523 523 11.99 0.001™" 1>2"
153
Language 286 286 7.89 235 235 897 213 213 67  0.063
Culture 200 20 527 155 155 369 165 165 53  0.121
Style 133 133 442 63 63 416 56 56 4.06 0.001*** 152"
1>3"2=3
Total 1,550 155 23.59 1,213 121.3 1855 1,088 108.8 23.56 0.001™" 1>2"
g

produced lower error scores in total than with NMT. Furthermore, the absence of
differences between G2 and G3 suggested that both LLMs were similarly effective.
When text type was not considered, LLMs consistently helped reduce accuracy and
style error scores, while DeepSeek-V3 was particularly effective in reducing
completeness error scores.

Table 7 further demonstrates that, when assisted by LLMs, students produced
lower error scores in PE tasks involving popular science, novels, and academic work
text tasks compared to when assisted by NMT. Specifically, for the popular science
text, students with DeepSeek-V3 produced lower completeness (Pcompieteness = 0.014)
and accuracy (Paccuracy = 0.014) error scores. In the prose text, ChatGPT-40
(Psiyie = 0.001) helped them reduce style error scores, while DeepSeek-V3 (paccur-
acy = 0.01) outperformed ChatGPT-4o in helping reduce accuracy error scores. In the
novel text, ChatGPT-40 (Pcyture = 0.021) contributed to a reduction in culture error
scores. For the academic work text, both ChatGPT-40 (Paccuracy = 0.004; Psiyie = 0.002)

Table 7: Error scores in the four texts.

Text type G1 G2 G3 Sig. Post-hoc

Sum M SD Sum M SD Sum M SD

Text1 455 4550 7.58 351 35.10 7.17 312 31.20 10.57 0.003" 1>2"1>3"2=3
Text2 298 29.80 9.07 279 27.90 3.14 222 2220 865 0.078

Text3 431 4310 856 339 33.90 569 332 3320 9.19 0016 1>2"1>3"2=3
Text4 366 36.60 7.63 244 2440 973 222 2220 877 0.005" 1>2"1>3"

Note: *p < 0.05, **p < 0.01, ***p < 0.001.
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and DeepSeek-V3 (Paccuracy = 0.004; psiyie = 0.005) were effective in reducing error
scores of accuracy and style types.

In summary, both in terms of error counts and scores, student translators
produced higher-quality post-edited translations when assisted by LLMs compared
to NMT. In addition, ChatGPT-40 and DeepSeek-V3 demonstrated different strengths
in addressing various error types and supporting PE tasks across different text types.

4.3 User perception

User perception, including users’ positive and negative attitude or feedback towards
technologies, is invaluable for providing insights into tools and workflows and
revealing issues that would not be evident from the translations or process data
(Bundgaard 2017). After finishing the PE tasks, the participants were asked to com-
plete a post-task questionnaire to evaluate the tools they used.

The brief questionnaire focused on participants’ user experiences by evaluating
each tool’s error-correcting capabilities across the five error categories (complete-
ness, accuracy, language, culture, and style), as well as their reflections on the ad-
vantages and disadvantages of LLMs and NMT in supporting PE.

Students first assessed the error-correcting capabilities of each tool across
various error types, which demonstrated their clear preferences. According to the
results in Figure 2, DeepL, ChatGPT-40, and DeepSeek-V3 received 39, 56, and 42 votes
respectively. The highest number of votes was obtained by ChatGPT-4o, suggesting
that student translators generally perceived it as the most effective tool in terms of
error-correcting capability during C-E PE practices.

From the perspective of the five error categories, ChatGPT-40 received the
highest number of votes in the dimensions of completeness, language, and style, with

16 15—16
14
14
12
12
10 10

10 9 9

8

6 5 5

4 4 4

4 3

’ -

0

Completeness Accuracy Language Culture Style

W DeepL m ChatGPT-40 DeepSeek-V3

Figure 2: Number of votes for each tool’s error-correcting ability.
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particularly higher votes in the latter two. This suggests that students perceived
ChatGPT-40 as more capable of assisting them in dealing with language and style
types of errors during PE. In the dimension of accuracy, both ChatGPT-40 and
DeepSeek-V3 received higher votes than DeepL, indicating that LLMs’ assistance was
helpful for resolving accuracy errors. Last, in the culture dimension, DeepSeek-V3
received slightly more votes than the other two tools, implying that students viewed
it as more effective in correcting culture errors.

In addition to voting for the three tools’ error-correcting ability in the five error
types, students shared qualitative evaluations, mainly focusing on the advantages
and disadvantages of each tool. Based on their evaluations, we calculated the theme
distribution and frequency, and sorted them into five dimensions including assis-
tance efficiency, information accuracy, user experience, translation quality, and
context comprehension (Figure 3) to visually present student translators’ evaluation
of advantages and disadvantages towards DeepL, ChatGPT-40 and DeepSeek-V3 in
assisting PE practices.

From the chart, we found that, in terms of assistance efficiency, ChatGPT-40
demonstrated the most notable advantage, followed by DeepSeek-V3, while DeepL
was comparatively less efficient. Some students noted that when using DeepL to
assist PE, the process was cumbersome, and the task flow would be easily disrupted
when they had to search information online that DeepL couldn’t support. In the
information accuracy aspect, LLMs did not outperform DeepL, primarily because
they offered a wide range of information — some of which may be inaccu-
rate — leaving the translator to make judgments. As for user experience, student
translators generally found LLM-assisted PE to be highly convenient, and the

Disadvantage VS. Advantage

Assistance efficiency

Information accuracy

User experience

Translation quality

Context comprehension

100% 75% 50% 25% 25% 50% 75% 100%

0
Percentage

Deepl Disadvantage ChatGPT-40 Disadvantage DeepSeek-V3 Disadvantage
mmm Deepl Advantage wem ChatGPT-40 Advantage mmm DeepSeek-V3 Advantage

Figure 3: Frequency distribution of students’ evaluations of the tools’ advantages and disadvantages.
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information provided often inspired new ideas and perspectives. In terms of
translation quality, DeepL was outperformed by the LLMs, with ChatGPT-40 showing
a particularly clear advantage. In terms of context comprehension, DeepL lagged
behind the LLMs as it was unable to accurately understand the context of
source texts.

Overall, the data from total task duration, keyboard events, and pause length
told us that there was no significant difference in three groups of student translators’
PE workload - encompassing total temporal, technical, and cognitive efforts. The
only exception was observed in the popular science text tasks, where students in G1,
assisted by NMT, exhibited a noticeably higher number of keyboard events
compared to the other two groups.

In contrast, the data on error counts and error scores showed a clear advantage
for LLM-assisted PE. Students in the G2 and G3 produced translations with fewer
errors and lower error scores in total than those in the G1. This suggested that LLMs
can effectively support students in generating higher-quality translations during
PE tasks.

From the perspective of user perception, students rated ChatGPT-40 highest in
terms of error correcting capability and assistance efficiency. DeepSeek-V3 was
recognized for offering the best user experience, while DeepL was regarded as the
most reliable in terms of information accuracy. These findings highlighted the
importance of considering both objective performance and subjective user experi-
ence when integrating Al tools into PE practices.

5 Discussion
5.1 Guidelines for C-E PE

This experiment selected four different types of Chinese source texts, with their MTs
containing various types of errors, including completeness, accuracy, language,
culture, and style. These errors posed considerable challenges for student translators
in the PE process. Although they produced fewer errors with lower scores in PE tasks
assisted by LLMs compared to those aided by NMT, some errors still persisted. By
comprehensively analyzing the source texts, MTs, and screen recordings of the
students’ translation processes, we identified three key aspects in which the assis-
tance role of LLMs should be further leveraged to enhance the PE quality.

First, ensuring semantic accuracy. Machine translation systems often failed to
accurately translate expressions containing culture-specific concepts. For example,
in Text 3, the cultural term “/J%*” is a regional colloquialism meaning “to squeeze
time to do something,” yet the Youdao translated it simply as “manage,” which meant
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to succeed in doing something without the implication of time management, thereby
omitting the cultural nuance of the source text. Similarly, “X.7K 5> does not refer to
an ordinary book, but rather to a type of Chinese almanac developed through cen-
turies of Chinese people’s practices to guide the selection of auspicious dates. The
reference translation used “fengshui almanac,” which accurately conveyed the
concept, but if it was translated as “fengshui book” as Youdao may mislead readers
into thinking that it refers to a general book about fengshui theory, being inconsis-
tent with the context.

Second, maintaining logical consistency. Machine translation systems also
frequently failed to deal with referential relationships. In Text 2, for instance, “%%{T-
2N “RJEHE,” and “/E /A all referred to the same historical figure. However, Youdao
1nc0n31stently translated these as “Mr. Liang Rengong,” “Liang Qichao,” or “Mr.
Rengong,” thereby disrupting referential coherence. Similarly, in Text 1, “(& ¥t 4i) 52
SR H B EERINER; 3% emphasized that the connection and supporting
functions depend on the mechanism of Luban lock. However, the machine trans-
lation system translated it into “It is supported by the connection of its own struc-
ture”, which distorted the original logic.

Third, following the language rules. In Text 4, the sentence “Frig 203 2115, 258
Z NEREY M, Tff—% % E15” was translated as “The so-called discipline and
habit refer to the fact that in a scene where many people gather, there is no need to
announce one by one.” This translation contained two clauses without a clear syn-
tactic connection, violating English cohesion norms. Furthermore, the subject in the
second clause was also vague.

5.2 Methods for PE with LLM assistance

Experimental data suggested that LLM-assisted PE achieved higher translation
quality than with NMT. Experimental observations and questionnaire results indi-
cated some methods for effective LLMs integration in PE practices.

First, it is essential to fully leverage the respective strengths of different LLMs.
Although the experimental results demonstrated that PE assisted by ChatGPT-40 and
DeepSeek-V3 led to higher translation quality, certain differences between the two
tools remained. In C-E PE tasks, student translators may choose tools based on text
types, quality expectations, and personal preferences. For example: (1) When text
type is not taken into consideration, both ChatGPT-40 and DeepSeek-V3 can effec-
tively assist in reducing error counts and scores in PE tasks. However, these two tools
also exhibit certain differences. For instance, compared to using DeepL, ChatGPT-40
is more effective in helping students reduce language type errors, whereas
DeepSeek-V3 performs better in assisting the reduction of error scores in
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completeness aspect; (2) For texts requiring higher translation quality — whether in
the popular science, prose, or academic work texts — DeepSeek-V3 helped student
translators reduce accuracy errors (including mistranslation, repetition, ambiguity,
and omission), while ChatGPT-40 contributed more to reducing style errors
(including stylistic inconsistency and overly literal translation) in prose and aca-
demic work texts. (3) According to students’ evaluations of tool performance,
ChatGPT-40 was considered the most efficient in terms of assistance efficiency, while
DeepSeek-V3 provided the best user experience. Therefore, student translators may
also take into account user perception and preference when selecting LLMs for
supporting PE.

Second, it is important for translators to proofread the text themselves. In Text 2,
the “AI2EAT~~3” in the source text referred to elder scholars as opposed to the
scholars of younger generation. However, the machine rendered it as “senior
scholars”, which typically referred to scholars with higher academic rank or
seniority, failing to match the intended contrast with “/54£” (the younger genera-
tion), thus introducing semantic inaccuracy. Notably, among the students using
ChatGPT-40 or DeepSeek-V3, only one student identified and corrected this error.
Likewise, the LLMs themselves seldom found or addressed this issue during their
interaction with students. In contrast, 80 % of the students who used DeepL suc-
cessfully corrected the error. This suggested that effective use of LLMs not only
involved crafting appropriate prompts but also needed translators to proofread their
post-edited work in parallel with the source text. Blind reliance on LLMs’ revision
suggestions may lead to missed errors in translations.

5.3 Implications for PE education

Translation students generally acknowledged the effectiveness of LLMs in PE, indi-
cating the necessity of incorporating Al technologies into translation teaching to
enhance student PE competence. Previous research defined PE competence as the
knowledge and cognitive literacy required to revise machine-generated outputs
based on task-specific objectives, encompassing MT knowledge, terminology man-
agement, discourse knowledge, documentation skills, intercultural awareness, error
identification, and editing efficacy (Feng and Liu 2018; Koponen 2015; O’Brien 2002).
Our findings further emphasized the importance of error correcting and critical
thinking skills for translator training in the LLM era.

From the screen recordings of students’ translation processes, we observed that
among the multiple translation suggestions provided by LLMs, at least one or more
often contained relatively inaccurate expressions. For example, in Text 3, the phrase
“ P {fi 40 22” was rendered in the machine translation as “by some forces”, which was
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overly simplistic and resulted in cultural loss. The translation failed to capture the
literary and stylistic information of the original expression. During student-LLM
interaction, DeepSeek-V3 proposed more culturally sensitive or stylistically appro-
priate expression suggestions, such as “As if guided by ghosts and gods”, which
retained cultural imagery, or the idiomatic English phrase “It is a twist of fate”.
However, some students ultimately adopted a less appropriate revision like “driven
by some inexplicable reasons”, which may obscure the intended meaning and
diminish the stylistic effect.

At the same time, LLMs may also provide misleading suggestions. In Text 3,
ChatGPT-40 advised the student to revise the translation of “J¢ i A1 J4” as “a kind
of effortless action — what the Daoists would call ‘doing without striving”. This
reinterpretation deviated significantly from the original meaning, which in context
referred to Liang Qichao’s pursuit of learning driven by internal motivation rather
than Daoist philosophy. Nevertheless, the student adopted the suggestion without
critical thinking. Similarly, in Text 1, DeepSeek-V3 recommended translating “[&] N %%
J%” as “fail-proof interlocking.” Yet, the term “fail-proof” typically denoted resistance
to failure, which distorted the original text. These cases highlighted the risk of over-
relying on LLM outputs without sufficient error correcting and critical thinking
abilities.

Furthermore, some students expressed in the post-experiment questionnaire
that, while neural NMT lacked the richness and immediacy of interaction that LLMs
can offer, they appreciated the greater cognitive space provided for independent
thinking. This observation underscores the value of pedagogical designs that balance
Al assistance with opportunities for autonomous decision-making in PE tasks, and
translation instruction should critically evaluate the role of Al utilizing it as an
auxiliary tool while maintaining human agency and critical awareness.

Moreover, prompt quality directly affects the quality of LLM-generated contents.
Understanding prompt variation enhances ChatGPT interaction (Ekin 2023), and
effective prompt design hinges on comprehension of LLM mechanisms (Polverini
and Gregorcic 2024). Translation teaching should therefore incorporate additional
knowledge of other areas, such as prompt engineering, enabling students to refine
their “prompting intelligence” through PE practice.

6 Conclusions

This study investigated student translators’ workload, translation quality, and user
perception when performing C-E PE practices assisted by NMT and LLMs. The results
indicated: (1) In workload, student translators’ total task duration, keyboard events,
and pause lengths during the PE process were not affected by the assistance tools
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they chose, except in the popular science text task, students assisted by NMT had
more keyboard events than those assisted by LLMs. (2) In translation quality, student
translators assisted by LLMs produced higher-quality translation than those assisted
by NMT with less error counts and lower error scores. (3) In user perception, student
translators regarded ChatGPT-4o as the most powerful error correcting tool with the
highest assistance efficiency, appreciated DeepSeek-V3 for its good user experience,
and DeepL for its accurate information.

This study suggests that LLMs can assist student translators in C-E PE, particu-
larly in improving translation quality by helping students with reducing error counts
and error scores. The experiment also offered insights for clarifying error correcting
abilities and advantages and disadvantages of different NMT and LLMs in supporting
PE, provided guidelines for C-E PE, methods for PE with LLMs’ assistance, and im-
plications for PE pedagogy in the Al era.

Nonetheless, this study has certain limitations. First, this experiment only
selected C-E texts as PE materials and participants from a single institution, and
future studies could incorporate texts of multiple language pairs and diverse levels of
difficulty, and recruit participants from different institutions to enhance the
representativeness of experimental results. Second, as translation process data,
including task duration, keyboard events and pause length, shows almost no dif-
ferences, further research on the process of LLM-assisted PE needs to explore more
factors to comprehensively evaluate student translators’ performance within this
translation mode. Third, with adequate equipment foundations, tools such as eye-
tracking devices could also be used in the future to further explore human-Al
collaborative PE.

Note: The Test for English Majors-Band 8 (TEM-8) is based on the highest level of
standard for English major students in China and is taken in the eighth term. TEM-8
comprehensively evaluates students’ English ability in listening, reading, writing
and translating abilities. The China Accreditation Test for Translators and In-
terpreters (CATTI) is a state-level vocational qualification examination for trans-
lators and interpreters to demonstrate that they show certain aptitudes required by
the industry.

Research funding: This paper is supported by the 14th Five-Year Plan of Education
Sciences in Hunan Province (Project No.. ND228199; Project Approval No.:
XJK22BGD012) and the Scientific Innovation Fund for Post-graduates of Central South
University of Forestry and Technology (Project No.: 2024CX02102).
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Appendix A: Examples from the source texts and
their references and MT outputs

Text Source text

Reference

Machine translation

1 EPEHAREA MR
ERVEARA R, AR
TGN T2 A A
2, A AR 4T B4
R, K A TS
S

(BB RA ST
UEE . BARR. 5
PR (1R 5

2 HITFEMEEE R DL A ()
WA S A, PO ARATTE
CLSAE R E] T 27 )
R, O DL ik, 1 5

JEE

BAER AL “F
AL FRABTR T CHIN, i
A ALY B X
PFZR VU A B P — s
AN SER Kah ik, R
TP T RIE A%
T

3 RJLRGERIERES,
P33R LA IR, (B3
R, U =2
BEk T,

AR ZE R, SR AN
AT 7, Mt B 2
KoK$ L8 T HT, &%

The Lu Ban Lock consisted of six
short battens with concave-
convex construction, occlusion
connection between short bat-
tens was made via mortise and
tenon joint craft, connection and
supporting was made totally
depending on its structure.

It had features of ingenious
structure, precise fastening,
extremely small gap, and ease of
disassembly but difficulty in
assembly.

Scholars of the older generation
often urge young people to
develop interest in learning
because they themselves have
been enjoying the real pleasure
of academic studies. And they are
ever ready to cite their own
example by way of advice.

The distinguished scholar Liang
Qichao once said wittily, “T al-
ways stand for interest-ism. If you
broke down Liang Qichao’s stuff
into its component parts, there
would be nothing left except an
element named ‘Interest’.”

Smooth Diao had been so busy
lately assembling the stage for
the modern drama troupe that he
didn’t catch the sunlight at either
end of the day. Still, he did
manage to squeeze in enough
time to see that his new wife - the
third - was fetched home.

The ghosts seemed to be piloting
his course, and so he consulted
the feng shui almanac to divine

The Lu Ban lock is composed of
six short pieces of wood with a
concave-convex structure. The
short pieces are interlocked and
connected through the mortise
and tenon joints. It is entirely
supported by the connection of
its own structure.

It features a clever structure,
tight interlocking, seamless
interlocking, and is easy to
disassemble but difficult to
assemble.

Since they themselves have truly
gained the interest of learning,
they are willing to share their
own experiences to guide the
younger generation.

Mr. Liang Rengong once said, “I
am a person who advocates the
doctrine of taste. If we were to
chemically decompose the sub-
stance ‘Liang Qichao’ and
extract an element called ‘taste’
from it, ’'m afraid there would
be only zero left.”

These days, he was busy setting
up the stage for the drama
troupe and was so busy that he
couldn’t see the sky at all. But
Shunzi still managed to get his
third wife back.

But by some strange force, it
seemed that he had no choice
but to marry her. So he looked
up the date in a feng shui book
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Text Source text

Reference

Machine translation

DN, TR,
FHNEERT .

4 PRI, dmEEA
REH, Tf—%—5%
EAT, TR C SR
H AR L1

TR TH AR, JEEE—4)
1 BSREMATEER,
SENGR), R E A B A
LMAYLII .

an auspicious date, before hiring
a taxi to shuttle her over.

This is the type of discipline that
need not be declared on occa-

sions when many people gather
together, and which the populace

by himself, didn’t bring anyone
along, took a taxi and went to
pick her up.

The so-called discipline and
habit refer to the fact thatin a
scene where many people
gather, there is no need to

has observed so long that it is

second nature.

Whether a practice is prohibited
or encouraged, one sentence
well sums up the key point: to
make things smooth and effec-

announce one by one, but the
masses have already become
accustomed to the natural
discipline.

Whether positive or negative, in
a nutshell: One must act collec-
tively, nimbly and smoothly, with
high efficiency and not be

tive without causing disturbance disturbed or time-consuming by
or consuming time, collective ac- a large number of people.

tions are required.

Appendix B:

Human evaluation rules

Error type

Description

Example

Completeness Omission

Accuracy Mistranslation

Ambiguity

Redundancy

The translation fails to include
information from the source
text.

The translation misinterprets
information of the source
text.

The source text is clear, but
the translation introduces
ambiguity.

The translation includes un-
necessary repetition.

ST: AT A5 Sk LA WK

TT: He was so busy that he couldn’t see
the sky at all. (The phrase “Wk JL” is
omitted in the translation.)

ST: KK+

TT: A fengshui book. (Here, “13” refers
to a calendar but not a book.)

ST: FHESE = AN BB T
TT: Shunzi got his third wife back.
(“Got back” may misleadingly suggest
he retrieved a lost wife, rather than
married a new one.)

ST H1E 728 . AR

TT: Tight interlocking and seamless
interlocking. (The repeated use of
“interlocking” is redundant; it could be
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Language

Culture

Style

Error type Description Example
simplified to “tight and seamless
interlocking.”)
Addition The translation adds infor- ST Fif % {535 5 DL 1] BOARIR 5

Grammar error

Spelling error

mation not presented in the
source text.

Incorrect word choice

Cultural
discrepancy

Inconsistent
style

Overly literal
translation

The cultural information in
the translation is inconsistent
with Chinese culture.

The translation’s style does
not match the source text.

The translation is stiff and
shows signs of word-for-word
rendering.

EA.

TT: Senior scholars, like gentle gar-
deners, often inspire the younger
generation with the interest of
learning. (“Like gentle gardeners” is
an added metaphor not found in the
source.)

ST: iRl I, fid6 2 NREY
i, TR — 2 — 2K E A

TT: The so-called discipline and habit
refer to the fact that in a scene where
many people gather, there is no need
to announce one by one. (The trans-
lation contains two clauses without a
clear syntactic connection.)

A student misspelled “crash” as
“crashh.”

ST: BKATH5

TT: autumn chrysanthemum bonsai
(“Bonsai” refers to a small tree that is
grown in a pot, which is not suitable
for chrysanthemum.)

ST: THTATN .

TT: He merely acted without doing
anything. (The translation fails to
convey the cultural and philosophical
connotations of the source text.)

ST: LT —AJiF,

TT: In a nutshell. (The source text is
from an academic work with rigorous
logic, while the translation is informal
and idiomatic.)

ST: EHEZE IR T,

TT: Enter the door of learning. (The
literal translation misses the cultural
and metaphorical richness of the
source text.)
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