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Abstract: The outbreak of COVID-19 led to the replacement of many traditional
classroom teaching and learning activities with online interactions through syn-
chronous audio or video conferencing tools. Technically, the key difference be-
tween audio and video conferencing is the latter’s use of a webcam. Therefore, this
study aims to investigate the webcam’s role in video synchronous computer-
mediated communication (SCMC). Negotiation for meaning episodes, in which
interlocutors try to resolve non-understanding through verbal interaction, were
selected for analysis because they are widely believed to be helpful for second
language acquisition. Specifically, this paper focuses on where interlocutors look
during negotiated interactions in video SCMC and whether a statistical relation-
ship exists between looking at a peer’s video image and successful meaning
negotiation. Four dyads of English learners completed information gap tasks with
potentially unknown words through learner–learner video SCMS interactions.
Students’ multimodal performance was screen recorded for a gaze analysis and
one-on-one interviews were conducted to confirm the students’ gaze directions.
The results reveal a statistically significant positive relationship between the
duration of one’s gaze at the peer’s video image and the number of successful
meaning negotiation episodes in a dyad.

Keywords: gaze; multimodality; negotiation for meaning; SCMC

1 Introduction

The last 20 years have witnessed the rapid development of online learning and
teaching across the world. Specifically, synchronous computer-mediated
communication (SCMC) has attracted increasing attention in recent years. Partic-
ularly with the global outbreak and spread of COVID-19 in 2020 and 2021,
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traditional face-to-face teaching has been largely replaced by online teaching
using SCMC technology formillions of online learners in China and throughout the
world (Crawford, Butler-Henderson, Rudolph, & Glowatz, 2020; Huang, Liu, Tlili,
Yang, & Wang, 2020; iiMedia Research, 2020). Therefore, research on SCMC for
online language learning is urgently needed and has significant practical and
pedagogical value for schools and universities worldwide. In the online teaching
practice in China, one of the most frequently asked questions by online teachers
and students is whether they should open the webcam for video conferencing or
only use audio chat. Yet very few existing studies address this question directly.

In video conferencing classrooms, the teaching and learning process is
mediated by technology; therefore, the affordances of different types of technology
play an important role in how learners communicate and learn languages in the
mediated environment (Hampel & Stickler, 2005, 2012; Stockwell, 2010). Of all
possible modes of communication (textual, aural, visual, etc.), the visual mode
afforded by the webcam is the most complicated one owing to the wide range of
multimodal information it provides, including the interlocutor’s gaze, facial ex-
pressions, posture, gestures and surrounding environment. Furthermore, due to
the lack of a shared physical communication environment and loss of partial body
visibility, gaze has become one of the most effective resources for interpreting an
interlocutor’s attitude, stance and behaviour (Sindoni, 2014). The direction of
online learners’ gaze in video conferencing classrooms can affectwhat information
they receive from the screen, which may, in turn, affect how they react to peers
both linguistically and with paralinguistic cues (e.g. facial expressions and ges-
tures). Therefore, where students look in video conferencing classrooms and how
their gaze affects their online language learning are the key issues this paper aims
to explore.

2 Literature review

2.1 Rationale for a statistical gaze analysis

The present study uses a statistical method to analyse the relationship between the
direction of students’ gaze and their language learning online. To accurately
measure howgaze affects online language learning, this study adopts “negotiation
for meaning” episodes for analysis because they involve resolving non-
understanding in a conversation in the target language, which is widely
believed to show a certain degree of second language acquisition (SLA), according
to the interaction hypothesis (Ellis, 2000; Long, 1996, 1988). This theoretical
framework in SLA has also been used in many prior SCMC studies (Hubbard &
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Levy, 2016). The rationale for choosing the specific research objective and method
is presented below.

First, there seems to be disagreement in the literature on the role of the visual
mode in video SCMC. Some studies argue that video can be distracting for students
when they are trying to focus on the language during task interactions (e.g. Lee,
2006; Van der Zwaard & Bannink, 2014, 2016). However, other studies report
positive effects of video for second language learning in SCMC environments
(e.g., Wang, 2006; Wang & Tian, 2013; Yamada & Akahori, 2009). Moreover,
existing SCMC studies suggest that some students do not look at peers’ video
images during meaning negotiations in video SCMC (Guo & Möllering, 2016; Lee,
2006; Wang & Tian, 2013). Consequently, they often miss important multimodal
information from their peers during such interactions. Conversely, students who
tend to look at their peers’ video images during negotiated interactions seem to
complete more successful meaning negotiations than those who seldom do so
(Wang & Tian, 2013). This generates an initial hypothesis that there might be a
positive statistical relationship between the time participants spend looking at
their peer’s video image and their success in meaning negotiation episodes
(MNEs). Yet there does not appear to be any existing research exploring this spe-
cific question. Therefore, the following review focuses on the role of gaze in video
SCMC interactions, which is closely related to the abovementioned hypothesis.

2.2 The role and types of gaze in video SCMC interactions

The role of gaze has been widely studied in many non-online communication
environments concerning language learning, psychology, communication studies,
etc. Argyle, Ingham, Alkema, and McCallin (1973) summaries the following
key functions of gaze in face-to-face interactions: 1) seeking information and
feedback; 2) signalling attitude; 3) controlling the synchronization of speech and
4)managing/avoiding intimacy. In video SCMC interactions, however, the causes
and effects of gaze can be very different from those in face-to-face communica-
tion. First, gaze can be determined by many factors, including the interlocutor’s
cultural background, the technological tools, task design and the interlocutor’s
surrounding physical environment (Develotte, Guichon, &Vincent, 2010; Lamy&
Flewitt, 2011; Satar, 2013). Moreover, in video SCMC, either through a built-in
or external webcam, mutual eye contact is technically impossible. Therefore,
Sindoni (2014) comments that gaze and its role in facilitating SCMC interactions
“are not easily gauged by analysts” (p. 340).

Indeed, it appears that only three articles have focused extensively on the role
of gaze in video SCMC interactions. Develotte et al. (2010) explore the types and
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role of gaze that online language teachers use during teacher-learner interactions
for pedagogical purposes in video SCMC. Their findings suggest that webcam
images play a complementary role in contributing to the information contained in
a verbalmessage and could potentially be distracting. However, when awebcam is
used, facial expressions (e.g. smile, frown) and gestures (e.g. nod) take on various
empathic and interactional functions. Satar (2013) identifies five learner gaze
patterns in learner–learner video SCMC interactions: manipulating gaze
constantly, manipulating gaze strategically, avoiding gaze completely, directing
gaze and free gaze. Satar also emphasizes that video SCMC requires manipulating
interlocutor’s own image. The conclusion, then, is that the video SCMC environ-
ment, at least before 2010, could not provide immediacy, as proposed by Argyle
et al. (1973), in face-to-face communication due to “the disembodied and limited
representation, delays and distortions in audio and video, and the lack of eye
contact” (Satar, 2013, p. 139). Using another gaze classification scheme, Lamy and
Flewitt (2011) identify four types of gaze: looking at one’s peer, one’s own image,
camera and chat window (as cited in Satar, 2013). This study offers an easy way to
classify gaze types according to the direction of interlocutors’ gaze in video SCMC.

The three cited studies use different methods to classify different types of gaze
during video SCMC interactions. Develotte et al. (2010) identify five degrees of
webcam use and gaze, indicating a hierarchy of competence in multimodal video
SCMC. Lamy and Flewitt (2011) categorize gaze according to the part of the video
screen on which SCMC interface interlocutors focus, and Satar’s (2013) framework
of gaze is identified according to the learner’s intentions. These three studies
demonstrate that there is no established framework for analysing and classifying
gaze types in video SCMC interactions. This leaves researchers to develop their own
approach to gaze analysis according to their particular research objectives, par-
ticipants, devices, contexts and interface of the video SCMC software. The scant
research on the role of gaze in video SCMC also indicates that this topic is in its
infancy and requires further research attention. Moreover, as the quality of web-
cams has improved substantially since the 2010s, the role of gaze may also be
greater today. Therefore, further research and more detailed evidence are needed
on the role of gaze in current online video conferencing environments.

Methodology-wise, all relevant studies have been purely qualitative. Thus,
there exists a methodological gap, as no one has quantitatively measured the
durations of interlocutors’ gaze on different parts of the video conferencing screen
and the potential effects of such gaze on online language learning. In terms of
linguistic episodes for analysis, none of the above studies focuses onMNEs, which
are a key process for SLA (Long, 1996; Varonis & Gass, 1985). Therefore, this study
aims to fill in this research gap by exploring if there exists a statistical relationship
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between the duration of language learners’ gaze on an interlocutor’s video image
and the success of their meaning negotiation during task interactions.

2.3 Research questions

Therefore, this study aims to answer the following two research questions:
1) How do interlocutors use their gaze during MNEs in video SCMC?
2) What is the statistical relationship (if any) between the amount of time in-

terlocutors spend looking at their peer’s video image and their success in
meaning negotiation in video SCMC?

3 Methodology

3.1 Research context

This study was conducted in a prestigious higher education institution (HEI) in
Beijing which provides both independent online language courses and qualifica-
tion courses at the undergraduate and postgraduate levels. Its students are usually
full-time employed adult learners who study online in their spare time to gain
further degree qualifications, expand their knowledge and improve their language
proficiency.

This project was conducted by the author as part of her doctoral research. The
author designed an online course which was provided for free and students’ per-
formance was not related to their assessment at the HEI. Two online teachers were
invited to deliver this online course, including giving task instructions, facilitating
task interactions when needed and offering post-task feedback to students. All
eight participants were recruited from this HEI and all had at least half a year of
online language learning experience. They were all female adult learners with a
proficiency level around B2 according to CEFR criteria.

The video conferencing systemused in the online course (Figure 1) consisted of
presentation slides, the online teacher’s video image, attendance list, students’
video images, students’ text chat area and some control buttons. The interface
allowed for placing a peer’s video image either in the centre (central view) or the
top right-hand corner (corner view), which would have important implications for
the direction of students’ gaze. The teachers had overall control of the system. They
were in charge of managing students’ access to audio/video channels for verbal or
multimodal interactions with online teachers and peers.
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3.2 Research procedures

Data for the overall doctoral research project were collected in three stages
(Table 1). The first stage was designed to familiarize participants with both their
peers and audio/video peer interaction and to test their general English

Table : Research procedures.

Stages Session Content Data

Stage :
Preparation

SCMC session  Introduction, pairing, ice-breaking;
pre-task vocabulary test (video only)

Not used for
analysis

SCMC session  Mock IELTS speaking test; opinion gap
tasks (audio and video)

Stage :
Main tasks

SCMC session  Spot-the-difference tasks ( task in audio
and  task in video)

 h of screen video
recordings

SCMC session  Problem-solving tasks ( task in audio and
 task in video)

Stage :
Interviews

Face-to-face
interview

a) Video stimulated recall interview about
negotiated interactions
b) Normal interview about students’ opin-
ions and backgrounds

 h of audio
recordings

Figure 1: The video conferencing system interface.

The role of gaze in meaning negotiation episodes 105



proficiency and knowledge of target lexical items. Then each dyad performed two
types of tasks – namely, spot-the-difference and problem-solving tasks – in both
audio and video modes. In each dyad, the two participants had different task
sheets (see the task examples in Appendix). They were asked to describe the
pictures or items in their task sheets to each other and work out the differences or
make decisions together. The target lexical items were embedded in the tasks,
requiring students to negotiate the meanings of these words to complete the
tasks. Their performance was screen recorded to produce the main data for
analysing their gaze and multimodal performance in the audio/video SCMC
classrooms. After each task session, the author watched the recordings, identi-
fied meaning negotiation stances and prepared related questions for the video
stimulated recall interview (VSRI). The interview was designed to confirm the
directions of students’ gaze and their understanding of the target lexical item at
certain points in the negotiation interactions.

3.3 Gaze data collection and the coding scheme

3.3.1 The coding scheme for gaze direction

As the literature review revealed, there are no well-established methods for clas-
sifying and analysing gaze. Essentially, the coding scheme should satisfy two key
criteria: 1) deductively, codes should be created in a way that supports answering
the research question, and 2) inductively, the codes should reflect the key patterns
in the data. Drawing on the two research questions, the codes should reflect where
participants direct their gaze, particularly at the peer’s video image, which is
similar to Lamy and Flewitt’s (2011) classification. After repeatedly watching and
analysing the participants’ gaze data during negotiated interactions, the author
observed two key gaze directions: looking up at the peer’s video image on the
screen and looking down at one’s own task sheet. Other gaze directions, including
looking at one’s own video image, the teacher’s video image or places outside the
screen, are classified as “other gaze directions”. Finally, cases where the direction
of a participant’s gaze could not be clearly identified due to low clarity or fast eye
movement are coded as “unidentified gaze directions”. Therefore, the final coding
scheme including these four codes is as follows: 1) gaze directed at peer’s video
image; 2) gaze directed at the task sheet; 3) other gaze directions and 4) uniden-
tified gaze directions.
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3.3.2 Pre-task gaze direction test

Sections 3.3.2–3.3.4 describe the three methods of collecting and triangulating
gaze-related data. To capture and present participants’ gaze performance and
other relevant multimodal features, this paper must display many screenshots of
participants during the video SCMC task interactions. All participants were
informed about the purposes and procedures of this research and provided con-
sent for the author to use their data with pseudonyms in research publications.

Before each task, the online teacher asked the students to complete a gaze
direction identification test. For the test, students were asked to put their task
sheets on the desk, adjust the webcam, enlarge their peer’s video image and then
look at the peer’s video image, followedby the teacher’s video image and then their
own video image for 3 s each. Where students directed their gaze during the test
could provide a reference point for a student’s gaze when she was looking at her
peer’s video versus other directions. For example, the two pictures in Figure 2 show
D4B’s gaze directed at her task sheet during the test and task interactions.
Comparing students’ gazes during the test and task interactions enabled an initial
judgement about the students’ gaze directions.

3.3.3 Persistent gaze in one direction

DuringMNEs, participants exhibited twomain gaze directions: at their peer’s video
image and at their task sheet. A gaze directed at the task sheet could be readily
identified because students were asked to put the task sheet on the desk, and they
had to look down to gaze at the task sheet. Themain difficulty lay in distinguishing
whether a student who is looking up at the screen is looking at her peer’s video
image or at another part of the screen.

Figure 2: D4B_T3: Gaze directed at task sheet.
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Although all students were asked to take the gaze direction identification test,
they were still able to make changes during their task interactions. For example,
many students closed the peer’s video window in the middle of the screen, which
moved their peer’s video window automatically to the default location in the top
right-hand corner of the screen. This prevented the author from identifying their
gaze direction in task interactions by comparing it with the student’s gaze in the
test. However, if a student used a persistent gaze in a particular direction, espe-
cially when talking to their peer during negotiated interactions, and their gaze was
either directed at the middle of the screen or at the top right-hand corner, it was
highly likely that their gaze was directed at the peer’s video image. This method is
based on the eye-mind hypothesis that a gaze at a certain time correlates to the
focus of one’s attention (Duchowski, 2003). For example, Figure 3 shows a
screenshot of D1A’s gaze while talking to her peers. The video recordings showed
her looking in this particular direction repeatedly, especially while talking to her
peers. D1A’s gaze was also directed at the top right-hand corner of the screen in the
pre-task gaze identification test. This consistent pattern suggests strongly that
D1A’s gaze was directed at D1B’s onscreen video image.

3.3.4 Video stimulated recall interview

Although the first twomethods of identifying gaze directions can be highly accurate
inmost cases, it is still possible that a student looking at the top right-hand corner of
the screen was looking at her own video image rather than that of her peer. This is
due to the two participants’ video frames covering a relatively small area of the
screen and being displayed vertically adjacent to each other (see Figure 1). To
resolve ambiguity, a third data source, VSRI, was used. VSRIs were conducted
within two days of the last video SCMC session. These were one-on-one, face-to-face
interviews where the author played segments of screen recordings to trigger a stu-
dent’s memory about specific MNEs and to ask specific questions regarding the
direction of the student’s gaze at certain points and her understanding of certain

Figure 3: D1A’s gaze directed at peer’s video
while talking.
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words during meaning negotiations. The interview was conducted mostly in
English, although some participants occasionally used Chinese to express their
ideas clearly. Questions asked about the participant’s gaze during negotiated in-
teractions included, for example, “Do you care how you look in the camera?”; “Did
you look at your own video image and/or your peer’s video image very often during
task interactions?”; and “What information (if any) can you obtain by looking at
your peer’s video?” VSRI data could be useful in the following three ways: 1) to
confirm participants’ gaze directions; 2) to clarify potential problems and determine
whether students understood the correct meaning of the lexical item through
negotiated interactions and 3) to investigate the reasons for their gaze direction
choices.

To summarise, three approaches were combined to identify participants’ gaze
directions during negotiated interactions: 1) a pre-task gaze identification test; 2)
persistent gaze in one direction, particularly while talking to the peer, and 3) the
VSRI. When used in combination, these three methods offer strong evidence of the
direction of a student’s gaze, especially for identifying whether the student is
looking at their peer’s video image or not.

3.3.5 What episodes are included?

The above-described procedure generated sufficiently compelling data to lay a
solid foundation for the data coding process as presented below.

Before coding and analysing the students’ gaze data, it is important to define
the episodes included in the analysis, as these could directly influence the results
of the analysis. In this study, 37 MNEs were identified in video SCMC interactions.
These include both successful (the respondent reached the correct understanding)
and unsuccessful episodes (the respondent did not understand themeaning of the
negotiated word), which may be incomplete. Analysing all episodes offers a fuller
picture of the students’ gaze and its relationship to the meaning negotiation re-
sults. One anomaly worth mentioning is that Dyad 2 did Task 6 instead of Task 5
because, on the day of class, one student could not find the Task 5 sheet. This has
no significant influence on the analysis because both Tasks 5 and 6 were of the
same type and had a similar level of difficulty; they only differed regarding the
specific lexical items used in the negotiated interactions.

3.3.6 Coding with ELAN

ELAN is computer software offering a professional tool to manually and semi-
automatically annotate and transcribe audio or video recordings. It has a tier-based
data model that supports multi-level, multi-participant annotation of time-based
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media (“ELAN_Software,” 2020). In this study, four tiers were used for each
component of multimodal communication: speech, gaze, gesture and facial
expression. For ease of coding, the analysis focuses on the two participants’ video
frames, instead of the whole video conferencing interface. Furthermore, the gaze
analysis focuses on the coding of gaze directions in MNEs. Figure 4 shows a
screenshot of a sample ELAN annotation interface for coding participants’ gaze
directions.

The coding process involved watching the video frame by frame in ELAN, then
selecting one of the four available codes for the gaze direction and attributing it to
the relevant section of the video. Each frame had a duration of 0.013 s to ensure
extremely fine-grained coding. The start and end times of each coded gaze and its
duration were recorded and exported to Excel for statistical and regression
analyses.

4 Findings

This section summarises the findings from the VSRIs and the statistical and
regression analyses in relation to the two research questions, which were pre-
sented at the end of the literature review.

Figure 4: The interface of ELAN multimodal annotation process.
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4.1 Confirmation of gaze directions from the video stimulated
recall interview

Before doing any statistical calculation or analysis, it is important to verify the
validity of the data by reporting the findings from the VSRIs.

As described in themethodology section, the main reason for using VSRIs was
to confirm that students’ gazewas directed at their peer’s video image, particularly
as opposed to at their own image. The VSRIs revealed that students rarely looked at
their own video image and mostly focused on the peer’s video image during task
interactions. For example,when asked aboutwhether shewas looking at her peer’s
video image or her own, D2B said, “when we were very engaged in our talking/
conversation, I already forgot and ignored how I looked in the camera; I was
completely focused on the talking”. The VSRIs also helped the author clarify a
student’s screen interface andwhere their peer’s video imagewas located, which is
important for the accuracy of coding. For example, in Extract 1, D2A admitted that
her peer’s video image during the task interaction was not in the middle of the
screen but in the upper right-hand corner. All other students also confirmed their
gaze directions during the VSRI, allowing the author to code the gaze directions
more accurately.

Gaze VSRI Extract 1: D2A’s gaze direction confirmation and the SCMC interface

In addition to confirming gaze directions, VSRIs assisted in clarifying potential
anomalies during MNEs. For example, when watching the task recording and
looking for MNEs, the author was confused when D1B was looking at the screen
with a wide range of up and down eye movements, together with some hand
movements that were accompanied by the sound of typing.When asked about this
in the interview, D1B admitted that at that point, she had minimized the SCMC
system window and was looking up an unknown word, “razor”, online (Extract 2).
Therefore, this MNE did not count as successful. Since the second research ques-
tion concerns the relationship between the time interlocutors spend looking at
their peer’s video image and their success in meaning negotiation, the author
needed to verify whether students arrived at the correct understanding of an un-
known word through their visual and verbal interactions with their peers or in
alternative ways, such as using an online dictionary.

Researcher: and when you were talking to her, in her video images in the middle of the screen?
DA: it’s not even middle, it’s just like this (on the upper right corner of the screen), when I was
talking to her I was trying to see her facial expressions, so I didn’t focus too much on my video
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Gaze VSRI Extract 2: D1B’s clarification of the anomaly

Moreover, participants were asked to share comments or preferences
regarding the use of video for task interactions, which could offer an additional
explanation as to why interlocutors used their gaze in the ways they did. In
particular, their answers to this question could relate to how looking at a peer’s
video image may enhance their negotiation for meaning. For example, Extracts 3
and 4 respectively demonstrate D4B’s and D1B’s preference for video-based
communication over audio-only interaction, because they could see their peers’
facial expressions and gestures, guess their feelings/attitudes, pick up the right
turn-taking points and judge whether or not they understood what had been said,
all of which could ensure that their communication ran smoothly. The interview
results show that all participants, except for D1A, preferred video to audio SCMC
because they were able to obtain more multimodal information when looking at
their peer’s video image, which could promote their meaning negotiation process
and make the communication smooth. This qualitative evidence can strengthen
and triangulate the subsequent quantitative findings.

Gaze VSRI Extract 3: D4B’’s comments on video SCMC

Gaze VSRI Extract 4: D1B’s comments on video SCMC

In conclusion, the findings from the VSRIs helped the author confirm where
students’ gaze was directed and clarify some potential anomalies, thus contrib-
uting to accurate coding and statistical analysis. These findings also indicated that

Researcher: so here, you got it from?
DB: yeah, I looked it up
Researcher: from the dictionary? [online dictionary]
DB: yeah

DB: I prefer video.
Researcher: why?
DB: because I can, we can have eye contacts for better communication, gestures, smile face, and
facial expressions…… video, hmm, I amable to find out, according to her facial expression, if she
understandsmeor not, if she has a problemor not, and if shewants to go on talking or not, andher
attitude towards me, when she talks, yes, in this way, communication is better because it’s more
smooth, clearer.

DB: the benefits of video is, when you are communication, you can guess what is your partner’s
feeling or attitude according to her facial expression or her hand gestures
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most participants preferred video interactions to audio-only interactions because
they could gain more visual information while looking at their peer’s video image.

4.2 Overview of the gaze data

Section 4.1 reported findings from the interviews. Section 4.2 addresses the first
research question: How do interlocutors use their gaze during MNEs in video
SCMC?

It must be stressed that students were under no time pressure at all to ensure
that they could perform naturally during meaning negotiation in video SCMC. In
total, the gaze analysis includes codes for 1,020 gaze directions by four dyads in all
MNEs in video SCMC. The overall coded time is 3,663.585 s (1 h 1 min 3.585 s).
Table 2 summarises each dyad’s gaze data during the MNEs. On average, during
interactions devoted to negotiating meaning, students spent more than half the
time (53.09%) looking at their peer’s video image (PVI), while 38.58% of their time
was occupied by looking at the task sheet (TS) and only 7.26%was spent looking in
other directions (OD). The “unidentifiable” (UI) category took up only 1.06% of
their time and had no discernible influence on the results of the analysis.

4.2.1 Gaze time on the peer’s video image

Table 2 demonstrates huge differences in gaze direction choices by different dyads
in different tasks. For example, in Task 5, D3A spent 91.47% of her time looking at
her peer’s video image, and in Task 3, D4B did this for only 6.19%of the time. There
also exist significant differences in the time spent looking at the peer’s video image
both within dyads and between different dyads. In comparing different dyads, it
can be seen that Dyads 2 and 3 spent more time overall looking at each other’s
video images than Dyads 1 and 4 in both tasks. Within each dyad, there is no
consistent pattern in gaze direction choices. The following cases emerged: 1) both
participants preferred looking at their task sheet (e.g., Dyad4 Task 5); 2) one looked
more at the task sheetwhile the other chose to focusmore on the peer’s video image
(e.g., Dyad 2 Task 3) and 3) both interlocutors looked at their peer’s video image
most of the time (e.g., Dyad 4 Task 3).

4.2.2 Gaze directed at the task sheet

Clearly, those dyads that spent less time looking at the peer’s video image, such as
Dyads 1 and 4, tended to spendmore time focusing on the task sheet. For example,
Dyad 4 in Task 3 spentmore than 92.78%of the time looking downat the task sheet.
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In the same task, Dyad 2 spent less than half that time (44.08%) looking down at
the task sheet.

In terms of task type, all four dyads focusedmore on their peer’s video image in
the problem-solving tasks than in the spot-the-difference tasks. For example, Dyad
2 spent 1,200.931 s (67.28%) looking at their peer’s video image in Task 6 but only
131.322 s (47.38%) looking at their peer’s video image in Task 3. Meanwhile, all
dyads except for Dyad 1 spent more time looking at the task sheet in the spot-the-
difference task (Task 3 or 4) than in the problem-solving task (Task 5 or 6). For
example, Dyad 4 spent 92.78% of the time (417.152 s) looking at the task sheet in
Task 3 but only 62.78% of the time (98.290 s) looking at the task sheet in Task 5. For
Dyad 1, they spent only a slightly longer percentage of time looking at the task
sheet in the problem-solving task (60.76%) than in the spot-the-difference task
(58.81%). A potential cause of this different time allocation for different types of
tasks might be the amount of information on the task sheet. Specifically, the spot-
the-difference task sheet, which is a picture full of details to be described to the
peer, is more information-dense than the problem-solving task sheet, which only
has four items to be explained (see sample tasks in Appendix).

4.2.3 Gaze in other directions and unidentifiable gaze

Despite the different amounts of time spent looking at their peer’s video image and
the task sheet, most participants spent less than 10% of their time looking else-
where, except for D1B and D4A, who occasionally consulted online dictionaries,
looked for a pen or were interrupted by their surroundings. As for unidentifiable
gaze, only 38.973 s out of more than 1 h of recordings were coded in this category,
most of which was caused by blurry pictures due to limited internet speed.

4.3 Regression analysis and findings

Section 4.3 summarises findings relating to the second research question: What is
the statistical relationship (if any) between the amount of time interlocutors spend
looking at their peer’s video image and their success in meaning negotiation in
video SCMC?

4.3.1 Variables

The aim of Section 4.3 is to establish through regression analysis the extent to
which looking at an interlocutor’s video image in MNEs can contribute to the
success of meaning negotiation. Therefore, the X variable, or the predictor or
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explanatory variable, is the total amount of time each dyad spent looking at their
peer’s video image during MNEs. It is important to stress that the time is the sum of
time both students in the dyad spent doing this. This is because the interaction is
mutual and the interactants cannot be separated. For example, if Student A is
looking at Student B’s image, but Student B is not looking at Student A’s image,
Student A can still see Student B’s modes of communication other than gaze, such
as nodding, smiling, frowning or sitting forward. Such multimodal information
offers evidence for Student A to make judgements on whether Student B un-
derstands what she is talking about. In cases where both students are looking at
each other’s video image, they can both see each other’s multimodal information
and, additionally, can engage in indirect eye contact through the webcam, which
offers them a further indication of each other’s (non-)understanding of the nego-
tiated lexical item.

The Y variable in this analysis is the number of successful MNEs. Table 3 lists
the numbers ofMNEs and successfulMNEs in eight video SCMC tasks completed by
four dyads. In this study, a successful meaning negotiation refers to an MNE in
which the respondent (the student who did not initially know the meaning of the
lexical item) managed to arrive at the correct meaning of the lexical item through
meaning negotiationwith their peer. According to this criterion, 15 of 37MNEswere
successful, including eight from Dyad 2, three from Dyad 3, four from Dyad 4 and
none from Dyad 1.

4.3.2 Regression analysis results

Section 4.3.1 explained what the X and Y variables represent. The final data for
these two variables are summarised in Table 3. With this set of data as input, Excel
was used to calculate the correlation coefficient between the two variables,
generate a trend line and equation (Figure 5) and conduct a regression analysis
(Table 4). The following paragraphs report the statistical results of the regression
analysis and explain their meanings in context.

Table : The Y variable: the number of successful meaning negotiation episodes.

Dyad_Task PVI (X) No. of MNEs Successful MNEs (Y)

D_T . s  

D_T . s  

D_T . s  

D_T ,. s  

D_T . s  

D_T . s  

D_T . s  

D_T . s  
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4.3.2.1 Correlation coefficient
The correlation coefficient provides a basic method for measuring the degree to
which two variables are linearly related. The correlation coefficient can range
from −1 to 1, with 1 indicating a completely positive linear relationship and −1
indicating a completely negative linear relationship. It is also called themultiple R
in a regression analysis. In the present analysis, the correlation coefficient is 0.88,
which shows a relatively strong correlation. This indicates that the time students
spent looking at their peer’s video image is closely related to the number of suc-
cessful MNEs. The next step of the regression analysis can further specify the
relationships between these two variables from a statistical perspective.

4.3.2.2 R-squared
In a regression analysis, R-squaredmeasures the extent to which a change in the X
variable contributes to a change in the Y variable. In this case, a change in the
duration of one’s gaze directed at the peer’s video image contributes to 78% of the
change in the number of successful MNEs. R-squared serves to predict the likeli-
hood of future events falling within the predicted outcomes. Therefore, another
way of explaining the meaning of R-squared is that if we conduct the same
experiment (video SCMC tasks) in a larger sample (with more dyads) in the same
population, there is a 78% chance that this model (the equation/trend line in
Figure 1) will be able to predict the number of successful MNEs. This is also a
relatively strong prediction in statistical terms.

4.3.2.3 p-value
Another important measure is the p-value, which is used to determine the statis-
tical significance of a hypothesis test. In other words, it indicates the extent to
which the regression result occurs randomly. The smaller the p-value is, the more
significant the result is. The accepted threshold for determining statistical
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significance is 0.05. If the p-value is smaller than 0.05, it means we can state with
95%confidence that the regression analysis result is statistically significant. In this
study, the p-value is 0.0035 – that is, much smaller than 0.05 and even smaller
than 0.01. This means that the regression analysis result is statistically significant,
because we can state with more than 99% confidence that the result did not occur
randomly. The p-value can also be used to predict future events. This means that if
we repeat the experiment (video SCMC tasks), it is highly likely (with more than
99% confidence) that we can obtain a similar result in the regression analysis. In
other words, the chances of the sample data occurring randomly are extremely low
(less than 0.01).

4.3.3 Interpretation of the findings

In response to the second research question, it can be concluded from the above
regression analysis results that themore time students spent looking at their peer’s
video image during MNEs, the more likely their meaning negotiations were to be
successful. Although the sample data are limited to eight video tasks, the regres-
sion analysis is statistically significant and can be used to predict the results of
future/repeated experiments. It should be noted that the result is based on gaze
analysis in MNEs only, rather than full video SCMC interactions, in line with the
focus of the research question.

The X variable in this analysis is the actual amount of time (how many sec-
onds) themembers of each dyad spent looking at each other’s video image. It is not
the ratio or percentage of time spent looking at the peer’s image as opposed to the
overall time for meaning negotiation (which also includes time spent looking at
task sheets and in other directions). Therefore, it does not matter how much time
students spent looking at the task sheet or in other directions. As long as they spent
more time looking at their peer’s video during MNEs, they will likely be more
successful in negotiating for meaning. The same regression analysis was carried
out to examine the relationship between time spent looking at the task sheet and
the success ofmeaning negotiation. Yet no statistically significant result was found
between these two variables.

5 Discussion and conclusion

Exploring gaze in video SCMC interactions can offer insights into what role the
visual mode plays in the technology-mediated communication environment. The
key difference between the affordances of audio and video SCMC is the availability
of the visual mode. In the absence of a shared physical communication

The role of gaze in meaning negotiation episodes 119



environment and limited visibility of bodily gestures andposture, gaze has become
one of the most important sources of information in video SCMS interactions
(Sindoni, 2014). This study mainly contributes to the research field by quantifying
the time participants spent on different gaze directions, correlating this factor with
the outcomes of meaning negotiation in video SCMC and identifying a statistically
significant and positive relationship between the two factors.

On one hand, the findings of this study support the positive effects of video
SCMC on meaning negotiation that Wang (2006) and Wang and Tian (2013) have
observed. Some students’ answers in the interviews also confirm Yamada and
Akahori’s (2009) findings that the webcam can facilitate online communication by
reducing the interlocutor’s anxiety and unease and by enhancing metacognition
and comprehensibility. However, this positive finding about the webcam does not
necessarily indicate a controversy among those researchers who have reported
some negative or even disturbing effects of the webcam on SCMC, such as Lee
(2006), Satar (2013) or Guo and Möllering (2016). As Wang and Tian (2013) point
out, participants might have different levels of competence in using the webcam,
possibly due to familiaritywith their peers, their interpersonal and communication
skills, their computer skills and other social and environmental factors. In the
current study, participantswere trained to use theweb conferencing software, they
became reasonably familiar with their peers and the online teacher during the
preparation stage, and all hadmore than half a year of online learning experience.
These factors might have contributed to their competence in using the webcam to
obtain visual information by looking at their peer’s video image and their prefer-
ence for video SCMC as opposed to audio-only SCMC. Despite the disagreements on
thewebcam’s effects on video SCMC, researcherswidely agree thatmore training is
needed for both online teachers and learners to further develop their competence
in SCMC environments (Guo & Möllering, 2016; Lee, 2006; Wang & Tian, 2013).

On the other hand, this paper is intended to contribute to the methodological
development and innovation of multimodal research in video SCMC contexts in
several ways. First, the tasks were designed with many lexical seeds to elicit
participants’ negotiated interactions. These lexical items were carefully chosen to
encourage and enable participants to exploit awide range ofmultimodal resources
to facilitate their meaning negotiation, for instance, “robot”, “perfume” and
“razor”. Second, the methodological design of using hard copies of task sheets
played an important role in the collection and interpretation of gaze direction data.
As Chanier and Lamy (2017) argue, in video SCMC, meanings are constructed
“through learners’ physical relationship to tools…, through learners’ engagement
with still andmoving images” (p. 431). In the current study, hard copies of the task
sheets were placed on learners’ desks during all task interactions. This setting
made it possible to clearly and easily distinguish whether a participant was
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looking at the task sheet or the screen. Guichon and Wigham (2016) and Develotte
et al. (2010) also highlight the physical elements of the communication context
beyond “the screen’s edge” (Jones, 2004, p. 24). In this study, the gaze being
directed at the task sheet demonstrates that the physical set-up of the wider
communication environment beyond the screen can have a substantial influence
on how interlocutors negotiate meaning in video SCMC. Most importantly, the
coding scheme and the triangulated gaze identification methods are key to
determining the role of gaze in video SCMC. The coding schemewas highly suitable
because it offered a good classification covering all gaze directions and it helped in
answering the research questions. Moreover, three methods were used to identify
and confirm different gaze directions, including a pre-task gaze direction test,
constant gaze in one direction and a VSRI. The triangulated gaze identification
methods enhanced the validity of the findings. Above all, the fine-grained frame-
by-frame coding procedure in ELAN ensured the accuracy of data analysis.

However, the research also had several limitations. For example, only eight
adult female students participated in this study, and each dyad only performed
two tasks in video SCMC. The statistical findingswould have beenmore convincing
and generalizable if the data had been collected on a larger scale in terms of the
numbers of students and tasks. Moreover, the gaze identification and coding
procedures were highly demanding and time-consuming, making it hard to
replicate the research in exactly the same way. Finally, the paper exclusively
focuses on participants’ gaze directions and is, therefore, limited in providing a
comprehensive picture of participants’ multimodal orchestration in video SCMC
interactions and revealing the relationships among different modes and semiotic
resources, including linguistic output, facial expressions, hand gestures, etc. A
related analysis of the overall multimodal analysis and findings from the same
doctoral research project will be published in the future.

In conclusion, this study employed mixed methods to code and analyse gaze
data in video SCMC and uncovered that the more time interlocutors spent looking
at their peer’s video image, the likelier they were to succeed in negotiation for
meaning. Such a finding has implications for both future research and online
teaching and learning practice.

Research-wise, more studies on the role of gaze in video SCMC are certainly
needed. In fact, the statistical relationship between gaze direction and the success
of meaning negotiation possibly represents one of the first attempts to manually
code students’ gaze directions in video SCMC and to conduct a statistical analysis
to explore the role of gaze in negotiated SCMC interactions. Therefore, this needs
further examination in various research contexts and with different task designs.
Future research could also investigate the effects of other factors on students’ gaze
performance, such as cultural background, language proficiency, level of famil-
iarity with peers and motivation in the online video SCMC environment.
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Teaching-wise, in response to the question raised earlier about whether online
teachers and students should use the webcam or only audio conferencing, the
statistical analysis result in this paper offers some evidence to encourage webcam
use in synchronous web conferencing environments, particularly in online lan-
guage learning through learner–learner verbal interactions. As demonstrated in
the VSRIs, most participants preferred the use of a webcam because it can offer
important visual information to facilitate meaning negotiation and smooth
communication. Nonetheless, both online teachers and learners require more
training to improve their ability tomake proper use of differentmodes and semiotic
resources in the multimodal synchronous computer-mediated environment.

Appendix

Task 3: Spot-the-difference task

You and your partner each have a picture. There are 7 differences in the two
pictures. Please describe your picture to each other and find asmany differences as
possible.

Task 5: Problem-solving task

Part 1:

You and your friend are trying to decide on some gifts for your homestay family in
the UK. Your host family has fourmembers:Mr. Jones (father), Mrs. Jones (mother),
Billy Jones (son, 15 years old), and Mary Jones (daughter, 14 years old). Below are
some items you and your friend have noticed while shopping at the Mall, which
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may make good presents. Your friend has been shopping at the Mall and has also
seen some (different) things that he/she thinks might make good presents. Since
the presents will be from both of you, youmuch decide together on one present for
each family member (four total).

Part 2:

After you and your friend have decided on the four presents, discuss with your
friend, estimate a reasonable price for each gift and calculate the total cost of these
gifts.
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