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Abstract: It is the article’s overall aim to elucidate the con-
tingency and volatility inherent to academic biographies. In
order to derive these, but also underpin them, the article
begins by outlining the argument that Mareike Lisker makes
in her Master’s thesis, which explores the nexus between the
disciplines of computer science and philosophy. There, she
posits that the demand for more digital literacy places an
onerous responsibility on individual users when it comes to
the control of their own data. She argues that the individual
users are structurally ill-equipped to meet that responsi-
bility in face of all-encompassing tracking infrastructures.
In accordance with the aim of the article, the thesis’ topic
will be situated within Lisker’s scientific career path. This
path will then be traced up until her current PhD project,
which focusses on content moderation on decentralized
platforms.
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1 Introduction

In this article, I will first give an insight into the research
I conducted in my master’s thesis, which was awarded
the Weizenbaum Study Prize by the Forum InformatikerIn-
nen fiir Frieden und gesellschaftliche Verantwortung. I will
then outline my academic career including the challenges
and fortunate circumstances I encountered along the way,
before I position myself academically in the present. This
will serve to illustrate the diversity of research biographies
and make their contingency more tangible.
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2 On the (im-)possibility of digital
literacy: web tracking and the
responsibilization of the
individual on the internet

The concept of digital literacy! is currently a topic of consid-
erable interest and discussion in the German digital political
as well as activist sphere, where it is framed as panacea
for any technological challenge inherent to digitalization.
Often, what is included in the idea of digital literacy is that
web users should have control over their own data. This
seems to be an obvious idea, when data is conceptualized
as some sort of ‘raw material’ such as oil that is ‘naturally’
generated and owned by users. The underlying presuppo-
sition to the idea that individual users should control their
allegedly own data is that if something is in one’s posses-
sion, one can control how much of it is shared and how
much is kept for one’s own pleasure. Just like with a cake,
I could keep 3 tasty slices for myself, and give 5 slices to
Google. In practice however, data is not something users
naturally produce, but something that is mainly generated
by extra-large companies and platforms. Users usually use
the platforms’ services for what they superficially are, e.g.
a navigation service, and not with the intention of giving
away data. While also offering that superficial service, these
companies generate and collect as much data as possible in
the background.

Another discussion is happening about discrimina-
tion and bias in automated decision-making systems that
are based on artificial intelligence and machine learning
methodologies. These systems serve to perpetuate and rein-
force historically determined discriminatory structures [3],
[4], [5], [6]. Such systems are used in marketing, recruitment

1 The original term in German is “digitale Mundigkeit”, which liter-
ally translates to “digital maturity”. Using the literal translation would
come with a loss of meaning, as the German term carries a rich history
from enlightenment [1] and colonialism [2], that is not conveyed in
the English term “maturity”. The software DeepL suggests translating
it to “digital literacy” or “digital empowerment”, which matches my
impression of a suitable translation.
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processes, credit granting and law enforcement, among
other areas. Particularly prominent is the case of the
COMPAS (Correctional Offender Management Profiling for
Alternative Sanctions) software, which is used in court in
some states in the USA to make predictions about the risk
of recidivism of defendants or prison inmates. The risk
of recidivism describes the risk of a person committing
another crime if they were released early on parole. In an
analysis of the people classified by this software as poten-
tially recidivists, journalists were able to determine that
the software discriminated based on the race category. For
example, Black people were almost twice as likely to be
falsely classified as recidivists, and at the same time white
people were more often falsely classified as low risk [7]. A
system from Amazon used in the recruitment process sys-
tematically classified female applicants with the same qual-
ifications as less suitable than male applicants [8]. Struc-
turally similar phenomena are manifesting themselves on
the web. As such, women were shown fewer advertisements
for jobs as software developers than men on Facebook ads.
At the same time, advertisements for houses for sale were
more often shown to white people, while rental properties
were more often shown to BIPoC people [9].

Remarkably, none of these systems knew’ the cate-
gories on the basis of which people were discriminated
against by the system. COMPAS did not know’ which race
the defendants belonged to; the developers of Amazon’s
algorithm had purposefully left out the category “gender”.
Since 2019, Facebook has also excluded the characteristics
of location, age, gender and ethnic origin as targeting cat-
egories — following several criminal proceedings for dis-
crimination [10]. The fact that the systems still discrimi-
nate against people on the basis of sensitive categories is
because they can identify so-called proxy characteristics,
which are “seemingly innocuous attributes that correlate
with socially-sensitive attributes, serving as proxies for the
socially-sensitive attributes themselves” [11], p. 9942. Proxy
characteristics can therefore be used to derive sensitive
characteristics such as gender, race or sexuality from sup-
posedly harmless data about people.

It has become clear, why it is of paramount impor-
tance to safeguard and regulate data. Currently, control and
responsibility for that lie in the hands of the users. In my
master’s thesis, I develop the argument that it is a struc-
turally impossible endeavor for any individual user to exert
control over their allegedly own data.

This impossibility of individual control over one’s flow
of data begins at the interface level, where practices such
as dark patterns, nudging, and cumbersome, lengthy policy
documents make it challenging for us to exercise control.
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However, I posit that some sort of solution at the surface,
the interface level, such as permitting dark patterns or stan-
dardizing privacy policies would not be enough and that
the actual problem lies much deeper, at the underlying,
infrastructural level. Let us enter said level.

In 1994, the foundation stone for a data-based market
infrastructure was laid when software developers at the
browser company Netscape developed the session cookie.
The session cookie was invented in order to facilitate com-
mercial interests such as a shopping cart. It represented a
solution to issues that arose due to the statelessness of the
Hypertext Transfer Protocol, which in practice meant that
users of a web site could not be recognized when they did
a subdomain call. Prior to the advent of cookies, internet
browsing was thus an essentially private act. In the devel-
opment phase, other solutions were also discussed. One idea
was to assign each browser a unique identification number.
However, the developer Lou Montulli identified the poten-
tial risks associated with cross-site tracking in browser IDs
and rejected this proposal [12]. It is not without irony, that
the very property that cookies were designed to avoid, i.e.
tracking, while tackling the challenge of the statelessness of
HTTP has become common practice. Today, cookies are pre-
dominantly employed for recognition of users in the sense
of website-wide tracking, which has led to a new challenge:
the erosion of privacy.

After session and shopping cart cookies, first-party ana-
lytics cookies were implemented. They permitted publish-
ers to monitor their visitors across multiple sites across their
website and allowed them to retrace their users’ customer
journey, asitis called in marketing jargon. Ultimately, adver-
tising agencies found an exploitable loophole in the work-
ings of the web. To save storage space and duplicates, certain
content from websites, such as images, are just referenced
by a website and loaded from another, third-party server by
the user’s browser the moment the website is built. Thus,
when a website displayed an ad and this advertisement
was loaded from a third-party ad server, that third party
could also place a cookie. Third-party cookies were born and
made cross-site tracking possible. With third-party cookies,
a user’s entire customer journey through the internet could
be traced. Eventually, the advertising industry appropriated
cookies as a marketing tool.

The evolution of cookies, steered by the advertising
industry, fundamentally changed the way advertisement
is displayed. When shopping cart cookies were prevalent,
online advertising was still largely based on traditional
media such as print or television. Targeting was typically
conducted on a broad basis, for example, by age, gender or
income. Buying advertisement space meant to buy the right
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to display an ad in a certain context, and advertisement for
sports shoes was displayed on a website offering sporting
goods. The advent of first party analytics cookies made it
possible to display advertisement for sports shoes in the
books section of a large online retailer, because the user had
looked at the retailer’s sports shoe offerings before. Now,
third party cookies made it possible to display advertise-
ment for sports shoes on a different website, e.g. news, as the
third-party provider is aware that the user has previously
viewed content related to sports shoes in the online shop.
Buying advertisement space now means buying the right
to display and ad to a certain user. The sale of advertising
space today is conducted through automated algorithms
on advertising exchanges, where transactions occur in real
time within milliseconds.

Consequently, over the past three decades, an all-
encompassing market infrastructure has been established
based on cookies, comprising the generation of data through
tracking, the production of knowledge from this data, and
the utilization of this knowledge for the sale of advertising
space [13]. On the 1,000,000 most visited websites alone,
more than 3,000,000 tracking technologies are used [14].
This implies that, in principle, the vast majority of users are
affected by tracking technologies. In contrast, the advertis-
ing market is dominated by only a handful of players who
are not pure marketing companies, but whose core business
model is still based on data. The most prominent of these is
Google.

A variety of measures have been implemented with the
objective of enhancing or safeguarding the privacy of users
online, including the cookie banners prescribed by ePrivacy
Directive, but also the simple deactivation of cookies in the
browser, numerous browser extensions or the configuration
of individual browser settings. However, the efficacy of pri-
vacy add-ons is limited in that they only ever protect certain
people from certain tracking technologies. They can even
serve to legitimize the status quo [15], because they appear
to be a solution to the data protection problem, which is why
a holistic solution does not have to be considered.

In many contexts, the anonymization of data is also
seen as a data protection solution. However, it is possible to
identify specific individuals even in anonymized data. For
example, in 2021, a conservative Catholic news portal in the
USA bought anonymized location data from the dating app
Grindr through a data broker. The news service was able to
identify a high-ranking Catholic priest by comparing their
own data on his whereabouts with the anonymized location
data. The priest was then forced to resign from office [16].

Evenifactual anonymization were technically possible,
it would still prove ineffective, just as technologies such
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as data protection add-ons do. That is, because in market-
ing and advertising, statistical methods such as predictive
analytics are employed to derive or predict information
about an individual from a vast array of data about said
individual and many other users. Imagine the following:
If 70 % of people who wear white sneakers also indicate
that they prefer vanilla ice cream, a predictive model can
be used to estimate that an unknown person who is only
known to wear white shoes has a 70 % probability of liking
vanilla ice cream. This 70 % probability is sufficient for a
food manufacturer to classify the unknown person as a
‘vanilla ice cream lover’. Shoe color and ice cream pref-
erence are not political categories, but rather innocuous
preferences.

In practice, however, predictive analytics is employed
to infer sensitive attributes such as sexuality, race, person-
ality traits, drug use, or a person’s mental health (the ice
cream preference) from ostensibly innocuous and freely
available, even anonymous data, including Facebook likes
or a person’s location history (the color of the shoes) [17].
This is possible because a substantial amount of seemingly
innocuous auxiliary data is fed into a predictive model. In
addition, sensitive data can be generated about a limited
number of users, which is also fed into the model, e.g.
because they stated their sexuality in their Facebook pro-
file. This data is then fed into the predictive model. And it
directly influences the predictions that can be made about
other individuals.

Thus, our data is interdependent, meaning that the data
that can be generated about individuals A, B and C (e.g. that
they like to wear white shoes and eat vanilla ice cream),
has an effect on what can be inferred about me (e.g. if I
wear white shoes, but do not want to be approached as
an ‘vanilla ice cream lover’). Consequently, the efficacy of
individual data protection settings is undermined. Some
scientists have therefore proposed to re-evaluate the legality
of informed consent, which is the legal mechanism cur-
rently employed to legitimize data collection, as the implica-
tions of consent decisions extend well beyond the individual
person giving their consent, affecting other users as well
[18], [19].

Predictive analytics is also the reason why actual
anonymization would still be ineffective. For that, we must
note that today, platforms and companies are not interested
in the identity of an individual as a specific person with a
specific name and surname, date of birth etc. They are inter-
ested in identifying an individual as consumer with cer-
tain desires and needs which they can capitalize — or even
construct. Predictive analytics allows to infer or predict
information about any individual’s desires and needs by
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combining innocuous data about them with behavioral data
of all other users. As such, an individual is still ‘identifiable’,
maybe not necessarily as name surname, born in 01.01.1980,
but as a neurotic family father who likes horses and cooking,
for example.

From the interdependence of data follows, that being
digitally literate in the sense that one exerts control over
one’s own data inherently entails control over the data
of all other users. If a user wishes to exercise control
over their data to the extent that no sensitive information
about them is accessible, but sensitive information about
them can be derived using predictive analytics, it is not
sufficient to control only their own data; they would also
have to control the data of all other users. The term ‘all
others’ encompasses not only the users who are active at
the time of data collection but also those who were active
in the past and all future users, as their data has also been
and will continue to be incorporated into the predictive
model.

It is perplexing, then, that the demand to be digitally
literate and to control our allegedly own data makes us
responsible for something that we are not even capable of
doing. There is a term for this, it is called responsibilization,
a process characteristic for neoliberalism. In the context
of responsibilization, the state transfers responsibility for
tasks that it previously held itself or that were previously
not assigned to any actor, to its individual citizens or to other
non-state actors. The failure to fulfil this responsibility is
programmed into responsibilization, as structural tasks and
problems cannot be solved individually and the failure is
always located on the side of the individual. This is a form
of neoliberal blaming the victim [20]. Another prominent
example for neoliberal responsibilization is climate crisis,
where responsibility to avert it is put on the individual
consumer.

That responsibilization still works in circumstances
where individuals are structurally unable to fulfil their
responsibilities is because it works via the idea of empow-
erment, which is perceived as a positive process [21]. An
empowered subject is self-determined and independent of
any external support, for example from the state. At first
glance, this appears to be a desirable state of affairs. How-
ever, the idea of the empowered and independent subject
completely negates the historically evolved social structures
into which people are born and as a result of which they are
dependent on other people or institutions.

Perhaps the demand for digital literacy is just neolib-
eral empowerment in a new guise. It would legitimize
a form of responsibility in which we as individual
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users are given a responsibility that we cannot actually
fulfill.

3 On settling down: between
computer science and philosophy

In the previous chapter, I demonstrated the significance of
combining socio-political discourses on digitalization with
actual knowledge concerning the underlying technologies.
In a similar vein, it is imperative to consider the social
effects and implications of digital technologies.

Subtle Discouragement

- “Are you sure that’s something for you?”

- “I never thought that’s what you’d be doing!”

- “Oh, you’re wrong here. Did you blindly follow the
boys once again? The information booth for social profes-
sions is in the other room.”

- You?!«

It is subtle, sometimes even well-intentioned state-
ments like this, that can have an all the greater effect
on young girls’ as well as educated female computer
scientists’ career choices.

I call them subtle discouragements. In a 2015 study
[22], 38% of girls who decided against a technical
apprenticeship did so, because they experienced dis-
couragement within their social environment. During
my time as Junior Fellow of the German Informatics Soci-
ety, I want to gain insights into subtle discouragement
and identify the factors that contribute to encouraging
experiences. Read more in the GI Radar [23].

In hindsight, what I now perceive as strength is the
result of meandering between a range of disciplines, which
was primarily driven by interest and curiosity, but has also
been shaped by a sense of ‘not belonging’. In the following,
I will trace my academic path, which has taken me through
linguistics, philosophy and computer science.

I do not want to begin with the “primordial ooze”, but I
do want to commence in 10th grade, where I took a mathe-
matics class during orientation for a mandatory specializa-
tion in 11th grade. I had always enjoyed mathematics, but
in that class, I simply did not feel at ease or as if I belonged
among the other (male) students. Thus, I decided to go for
the humanities, which also led me to study Philosophy and
Linguistics. There, I had three pivotal insights: I realized
how much fun logics was, that one does not have to con-
form to the stereotype of a computer scientist to be one,
and how crucial the role is that digital technology plays
for the us surrounding world. I decided that I wanted to
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pursue an active role in that matter, and studied computer
science.

During my studies, I frequently found that my philo-
sophically trained thinking reliably led me to consider the
societal implications of statements and be indignant that the
lecturers would not. I also frequently perceived the environ-
ment to be subtly hostile and only ever felt at ease when I
was with a small peer group, consisting predominantly of
women. Without peers with whom to share experiences and
to express both curiosity and vulnerability, I would have
undoubtedly encountered greater difficulties.

It was a challenge to find a person willing to actually
supervise me as I knew that I wanted to consider societal
topics in my thesis and not just “pure” computer science.
In Frank Pallas, I found a supervisor where my interdisci-
plinary background also in Linguistics came in handy as he
is researching at the intersection of society and computer
science with a focus on legal topics. I finished my studies
with a thesis on the automatic extraction of transparency
information from privacy policies.

After finishing my Bachelor’s, I re-oriented towards a
more philosophical stance and enrolled in a Master’s pro-
gram in the Theory and History of Science and Technology. I
wanted to find answers to the pressing questions about the
societal implications of the partly blunt assumptions in com-
puter science. You have just read the results of those studies.
My supervisors Beate Krickel’s sharp view on argumenta-
tion and Rainer Miithlhoff’s inspiring approach to questions
of power in the digital were pivotal for my master’s thesis
quality and success, as it was honored with the 1st Prize
of the Weizenbaum-Studienpreis by the Forum Informatik-
erInnen fiir Frieden und gesellschaftliche Verantwortung.

While working on my master’s thesis, I realized that
although the questions of philosophy highly interest me, the
praxis of working, of acquiring and generating knowledge
in the domain of computer science aligns more closely with
my modus operandi. Consequently, I made the decision to
pursue a doctoral degree in the field of computer science.
Here, as well as throughout the entirety of my academic
career, my educated middle-class upbringing equipped me
with the necessary self-assurance to pursue this notion. At
this point though, I had only tenuous connections left with
the academic community in computer science. At the same
time, I recognized the importance of being discerning in my
selection of a supervisor, as I had experienced that more
often than not, I did not feel at ease in male-dominated IT
environments. I proactively sought out female professors
in the field of computer science, and networking played a
significant role in this journey. I had the privilege of join-
ing a group of female computer scientists at the German
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Informatics Society and I gained profound insights into the
challenges and lessons they encountered and learned as
women in the field of computer science. Their experiences
served as a source of inspiration, and also helped me put
myself in perspective. I was encouraged and supported by
them, and they generously offered guidance and mentor-
ship. I had the opportunity to meet many role models and
establish new connections in both the academic and indus-
trial realms of computer science.

It was during that period that I became aware of an
available doctoral position within the working group of
Helena Mihaljevi¢, Professor for Applied Machine Learn-
ing and Data Science at the University of Applied Sciences
Berlin. Here, again, my interdisciplinary background came
in handy, as Prof. Mihaljevi¢ research focuses on the anal-
ysis of societal phenomena and issues through the appli-
cation of data science methodologies. As universities of
applied sciences are not (yet) (all) permitted to award doc-
torates, I have had to find a supervisor from a university in
order to undertake a cooperative promotion. Once more, the
process was facilitated by networking: I met my supervisor
Anne Lauscher, Professor of Data Science at the University
of Hamburg, as she was a speaker at the annual conference
of the female computer scientists’ expert group, where she
gave a talk on the pressing issue of discrimination in Large
Language Models.

Today, I am in the early stages of my PhD, research-
ing content moderation on decentralized platforms such
as Mastodon. Content moderation has become an integral
part of social media platforms, as it shapes not only what
users can see on a platform but also how they feel while
browsing it [24]. As such, it is a primary factor contributing
to the migration of users between different social media
platforms. Not only is it proving difficult to receive data
from large platforms [25], but proposals for enhanced con-
tent moderation systems tend to be rebuffed by the dom-
inant players in the field, who have their own agendas
and research & development departments. In light of this,
Tarleton Gillespie and Patricia Aufderheide put forth the
proposition that: “innovative moderation strategies may
emerge from smaller platforms, platforms outside of the US,
and platforms that imagine themselves and their communi-
ties very differently than Facebook does” [25], p. 3].

In the context of the proliferation of hate speech, vio-
lence, misinformation and other content that contravenes
platforms’ privacy policies, this issue assumes even greater
significance. Nevertheless, prominent platform operators
such as Elon Musk of X or Mark Zuckerberg of Meta have
announced to — euphemistically formulated - “tone down”
on content moderation, effectively leaving the platforms’
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online public spaces at the disposal (or responsibility) of
users.

Following Elon Musk’s acquisition of Twitter in 2022, a
significant number of users have migrated to a decentral-
ized service called Mastodon [26] which will be the focus
of my research. Mastodon is a social media platform that is
part of the Fediverse, which is an ensemble of decentralized
services that facilitate communication amongst users. These
services are all built on top of the same ActivityPub protocol
which enables the service to federate content amongst each
other. Each microblogging instance on Mastodon is subject
to its own terms of service, privacy policy and content mod-
eration policies. Accordingly, unlike other platforms such as
X or Facebook, there is no central authority that reinforces
seemingly consistent rules. Instead, each instance should
be regarded individually, although all instances do abide
to a broaders whole, the Mastodon Server Covenant, which
means that governance on Mastodon can be described as
digital federalism [27].

In my thesis, I will consider a broad range of perspec-
tives and start off with a qualitative study conducting inter-
views with admins and content moderators on Mastodon. I
want to understand why they host an instance in the first
place, how their rules and guidelines came into being and
how they describe their content moderation practice. I am
also currently scraping the publicly available policies and
rules of all instances every day, in order to find out how the
documents relate to each other, how they change over time,
and what kind of norms are set and enforced in them. I am
also curious to find out, whether and if yes, how real-world
events have impact on them. Furthermore, I am interested
in researching the interactions between users and the mod-
eration decisions on Mastodon in practice, but there are
numerous ethical considerations that must be taken into
account and consents to be obtained before any content data
can be extracted from the platform.

An exploration of the intricacies of content moderation
and governance on Mastodon provides invaluable insights
into the future of communication and societal interaction
that extends to the realm beyond social media, shedding
light not only on the digital landscape.

In addition to my research, I am also teaching students
at the University of Applied Sciences Berlin. This role rep-
resents a welcome change from research, which I also find
personally fulfilling. In my teaching, I touch on the interface
of computer science and society and I hope that this area
will soon be included as a compulsory component of com-
puter science study programs. Hopefully, I can contribute to
that development in the future.
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