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Abstract: The rapid development and widespread application of artificial intelli-
gence (Al) are profoundly shaping the evolution of dispute resolution mechanisms,
including arbitration, while offering novel solutions to longstanding challenges in
the current arbitration system. Rooted in the principle of party autonomy, the
arbitration system entitles disputing parties to select arbitrators by mutual agree-
ment. In practice, however, this framework has given rise to issues such as malicious
delay tactics by parties, difficulties in appointing qualified arbitrators, all of which
undermine the fairness and efficiency that are foundational to arbitration. While
Al-assisted arbitrator selection can address these aforementioned problems, it also
raises concerns from a rule of law standpoint. Key issues include algorithmic
manipulation that impairs party autonomy, data collection practices that infringe on
arbitrators’ data privacy, and tensions between computational rationality and the
emotional or normative dimensions inherent arbitration. To address these concerns,
inclusive legislation should create room for the integration of Al into arbitration;
concurrently, industry regulation and arbitration soft law should be leveraged to
demystify “black box algorithms” and standardize Al-driven arbitrator selection
processes. These measures will help safeguard the credibility of arbitration and
foster the healthy development of the arbitration system in the age of Al The
convergence of Al and arbitration further prompts critical reflection on the trans-
formation of the legal discourse system amid technological advancement. In this
context, the law should adopt an inclusive yet prudent stance toward technological
progress, both preserving space for ongoing innovation while establishing bound-
aries to prevent technology from fundamentally upending the existing legal system
and social order. This balanced approach — pursuing stability through reform and
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advancing development through change — should serve as the guiding principle for
the evolution of the arbitration system in the AI era.

Keywords: artificial intelligence (AI); arbitrator selection; international commercial
arbitration; arbitration law; algorithm

1 Introduction

According to the International Arbitration Survey: The Path Forward: Realities and
Opportunities in Arbitration issued by Queen Mary of London and White & Case in
2025, the development of artificial intelligence (AI) technology has profoundly
affected the evolution of the arbitration system, including but not limited to its
impact on the selection of arbitrators. Arbitration, as a dispute settlement mecha-
nism based on party autonomy, allows the parties to choose arbitrators to settle
disputes by agreement (van den Berg 1981: 284-287). However, in arbitration prac-
tice, parties with conflicting interests often become deadlocked over the selection of
arbitrators, leaving the arbitration tribunal in a state of inaction. This not only
directly impairs the efficiency of the arbitration process but also undermines its
impartiality. Moreover, given that parties typically lack sufficient knowledge of ar-
bitrators’ professional expertise and background, they often face difficulties in
selecting arbitrators who are well-suited to the case. This gap not only creates op-
portunities for arbitration institutions to intervene in the arbitrator selection pro-
cess for rent-seeking purposes but also undermines the fundamental impartiality of
arbitration.

In recent years, the international arbitration community has been exploring the
application of AI technology to assist parties in arbitrator selection. By leveraging
AT’s deep learning capacities and its inherent impartiality, free from personal biases,
this initiative aims to enhance the fairness and efficiency of arbitrator appointments.
Against the backdrop of broader discussions on Al computing power and institu-
tional modernization in China (Hong and Hu 2025), this trend has also become a key
consideration in the ongoing reform of China’s arbitration system and the revision of
its Arbitration Law. Nevertheless, the rapid development and adoption of Al tech-
nology has also exposed a host of challenges in arbitration practice. Consequently,
how to address these issues to facilitate the sound development of “Al + arbitration”
model has emerged as a pressing concern in the field (Lindquist and Dautaj 2021).

This article focuses on the selection of arbitrators by Al and the rest of the article
proceeds as follows. Section 2 elaborates on the value of selecting arbitrators by Al,
beginning by identifying the practical constraints in the current arbitrator selection
process and then discussing how the use of Al can enhance the professionalism and
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efficiency of the selection process for the parties involved. Section 3 examines the
risks associated with selecting arbitrators by Al focusing on how algorithmic
manipulation may impact party autonomy, how data profiling could infringe upon
arbitrators’ right to privacy, and the limitations of AI's computational rationality in
fully assessing arbitrators’ qualifications. Section 4 explores the improvement of
relevant rules for the application of Al in arbitrator selection from a legal perspec-
tive, while also emphasizing, from the standpoint of transforming the paradigm of
legal discourse, that the rule of law in the age of AI should be accommodating and
prudent, with the aim of promoting a harmonious relationship between law and
technology.

2 Value of the Al-assisted arbitrator selection

In arbitration practice, the selection of arbitrators is often delayed owing to the
conflicting interests between the parties involved. Concurrently, the parties’ recur-
ring lack of professional expertise further impedes the appointment of arbitrators
who possess the requisite qualifications to resolve the disputes at hand. By contrast,
leveraging Al for arbitrator selection can significantly enhance both the profes-
sionalism and efficiency of this process, which in turn underscores the practical
value of Al in arbitration proceedings.

2.1 Practical bottleneck in the arbitrator selection

Fairness and efficiency are fundamental values that demand careful balancing in
any dispute resolution mechanism including arbitration (Waincymer 2015). The
fairness and efficiency of arbitration proceedings are heavily contingent on the
selection of arbitrators. There is a growing need to elevate the overall quality and
credibility of arbitration primarily by expanding the diversity of the arbitrator pool
and safeguarding the impartiality of arbitrator selection process. In practice, how-
ever, the selection of arbitrators confronts a range of challenges, which can be
broadly classified into three categories.

2.1.1 The delay or malicious appointment of arbitrators

If the parties abuse their rights during the appointing arbitrators, the fairness and
efficiency of the arbitration proceedings can be severely undermined. Although the
principle of good faith is explicitly enshrined in the rules of many leading arbitration
institutions, problematic practices such as intentional delays or malicious
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appointments remain widespread in contemporary arbitration (Yu and Shore 2003).
For instance, a party may deliberately select an arbitrator who appear favourable to
its position but whose involvement ultimately compromises the impartiality and
efficiency of the proceedings. Such tactics are often employed to prolong the process,
pressure the counterparty into a settlement, evade contractual or legal obligations,
or lay the groundwork for challenging the enforcement or validity of the award at a
later stage.

Furthermore, in pursuit of strategic advantage and to pressure the opposing
party into concessions, parties frequently introduce intricate additional conditions
for the selection of arbitrators in dispute resolution clauses, which impede the
constitution of the arbitral tribunal (Ahmed 2010). While these clauses ostensibly
safeguard the parties’ rights and interests in the appointment process, the overly
stringent and numerous requirements often make it impractical to identify a suitable
arbitrator who satisfies all stipulated criteria. Consequently, such clauses can
significantly hinder the efficient formation of the tribunal.

To address the potential for malicious abuse in the selection of arbitrators by the
parties, Article 32 of the Arbitration Law of the People’s Republic of China (hereinafter
referred to as the “Arbitration Law”) specifically provides that: “If the parties fail to
agree on the method of formation of the arbitration tribunal or to select the arbi-
trators within the time limit specified in the rules of arbitration, the arbitrators shall
be appointed by the chairman of the arbitration commission.” Similarly, the Article
26.4 of China International Economic and Trade Arbitration Commission (CIETAC)
Arbitration Rules states: “If the procedure of forming the arbitral tribunal agreed by
the parties is manifestly unfair or unjust,or if a party abuses its rights in a way that
results in undue delay of the arbitral proceedings, the Chairman of CIETAC may
determine the procedure of formation of the arbitral tribunal or appoint any
member of the arbitral tribunal.”

These legal and institutional mechanisms are designed to prevent the parties from
unduly impeding the smooth progress of arbitration through deliberate delays in the
appointment of arbitrators. Although the existing Chinese arbitration laws and insti-
tutional rules have established measures to address situations where parties fail to
appoint arbitrators in a timely manner, the current provisions still lack sufficient
enforceability and practical effectiveness. Consequently, parties may continue to
engage in the malicious appointment of arbitrators or employ procedural tactics to
delay the arbitration process, thereby undermining its overall efficiency (Yeung 2022).

2.1.2 Challenges in the appointment of qualified arbitrators

The Arbitration Law mandates that Chinese arbitration institutions establish a
relatively closed list of arbitrators to regulate the procedures for arbitrator selection
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and the formation of arbitration tribunals. Nonetheless, parties often have limited
understanding of the available arbitrators and face challenges in identifying the
most suitable candidates, which ultimately undermines both the efficacy and effi-
ciency of dispute resolution. Under the current selection mechanism, insufficient
information disclosure and low transparency compel parties to rely primarily on
limited public sources when evaluating an arbitrator’s background and professional
competence (Pislevik 2018). This information asymmetry hinders the parties’ ability
to make well-informed selections and introduces greater uncertainty into the arbi-
tration process.

Pursuant to the CIETAC Arbitration Rules, once arbitration proceedings are
initiated, the arbitrators must be selected from the list of arbitrators provided by the
CIETAC, However, the information available in this list may not comprehensively
reflect each arbitrator’s professional background and prior case experience. Simi-
larly, under the Arbitration Rules of the Hong Kong International Arbitration Centre
(HKAQ), arbitrators included in the Panel are required to possess extensive domain
expertise and arbitration experience. Nevertheless, the actual information disclo-
sure may still fall short of enabling parties to fully evaluate an arbitrator’s compe-
tence and suitability for a particular dispute.

The deficiencies in the current arbitrator information consultation system pri-
marily stem from infrequent updates, limited scope of disclosure, and difficulties in
accessing relevant information. These shortcomings hinder the parties’ ability to
conduct a comprehensive evaluation of arbitrators, thereby undermining the sci-
entificity and rationality of the selection process. The Arbitration Rules of the In-
ternational Chamber of Commerce Arbitration Court (ICC) provide for the selection
of appointed arbitrators from a curated roster of professionals to safeguard the
arbitrators’ expertise and independence (Dasteel 2021). Although such a database
exists, the level of information transparency and accessibility remains constrained.
Therefore, the introduction of AI technology holds considerable potential for
enhancing transparency (Cheng et al. 2025). By leveraging data mining and analytical
capabilities, Al could integrate and update arbitrator information in real time,
thereby generating more comprehensive and accurate arbitrator profiles. Building
on this, the use of Al systems may further elevate information transparency and
assist parties in better understanding and selecting suitable arbitrators.

2.2 Enhancing arbitrators’ professionalism

A key advantage of arbitration as an alternative dispute resolution mechanism,
distinct from litigation, lies in the professionalism of arbitrators. This professional-
ism encompasses both expertise and ethical conduct. Professional expertise refers to
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the arbitrator’s deep understanding of the specific industry involved in the dispute,
while ethical professionalism entails the arbitrator’s independence and impartiality
(Kumra 2023). Unlike judges in litigation proceedings, who possess broad legal
knowledge, arbitrators often bring specialized backgrounds that allow for a more
nuanced comprehension of industry-specific disputes, thereby enabling more pre-
cise and efficient resolution.

To fully leverage the professional advantages of arbitrators, it is essential for the
parties to comprehensively assess arbitrator-related information and appoint suit-
able candidates. Effectively addressing the insufficient transparency of arbitrator
information requires the establishment of an integrated arbitrator information and
evaluation system through innovative Al technologies. Such an Al system could
update arbitrators” professional background and historical case records in real time,
while big data analysis would provide more complete information to the parties
(Florescu 2024). This approach would not only help reduce information asymmetry
and enhance the scientificity and rationality of the parties’ choice, but also improve
the fairness of the arbitration procedure.

To enhance the professional of arbitrators, both technical and legal measures
can be implemented. On the one hand, a rigorous training and evaluation system
may be established to ensure that arbitrators constantly enhance their expertise and
practical skills. On the other hand, AI technology can be employed to conduct pro-
fessional assessment of arbitrators and identify the most suitable candidates for
specific disputes through algorithm-driven data analysis (Shih and Chang 2024). This
approach can improve the accuracy of the professional evaluations and reduce the
influence of human subjective bias. By strengthening arbitrators’ capabilities and
ethical standards, and incorporating Al-supported professional assessment, the
arbitration process can be further optimized to provide more efficient and impartial
dispute resolution services to the parties.

Within the practice of the American Arbitration Association (AAA), the appli-
cation of AI to arbitrator selection constitutes a significant advancement in
enhancing the professionalism and precision of the appointment process. Al tools are
utilized to analyze extensive datasets, including arbitrators’ historical case experi-
ence, specialized practice areas, procedural efficiency metrics, and past adjudicative
outcomes, thereby enabling a more refined and data-informed matching process
between arbitrator profiles and case-specific requirements. This approach mitigates
traditional selection challenges such as information asymmetry and subjective bias,
while improving the overall quality and suitability of arbitrator appointments. By
leveraging AI’s capacity to process complex variables at scale, the AAA can be better
positioned to ensure that appointed arbitrators possess the requisite expertise and
demonstrated impartiality (Evans et al. 2024).
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2.3 Enhancing arbitrator selection efficiency through Al

The appointment of arbitrators constitutes one of the critical stages in arbitration
proceedings. However, in practice, there are instances where parties abuse their
appointment rights to maliciously select arbitrators, leading to delays or even
deadlock in the procedure. The introduction of AI technology can enhance the effi-
ciency of the arbitrator selection in individual cases and mitigate procedural delays
caused by such malicious appointments.

Leveraging historical case data and arbitrators’ professional background, Al
systems can help identify and mitigate potential conflicts of interest, thereby
enhancing the transparency and impartiality of the selection process (Broyde and
Mei 2024). This not only improve the efficiency of arbitrator appointments but also
reduce disputes and delays stemming from malicious selection practices. Through
algorithmic analysis of large datasets, Al’ss predictive and recommendation func-
tions are capable of generating optimal recommendations for the parties, further
increasing both the efficiency and impartiality of the selection process.

Under the roster of arbitrators’ system, the efficiency of arbitrator selection
system can be improved through the application of Al technology. For instance,
commerecial arbitration institutions typically require, under their applicable rules,
that arbitrators be selected from a provided list. However, the information available
within such panels is often insufficient to ensure balanced utilization or to fully
assess the professional suitability of arbitrators.

AT technology can further facilitate the real-time updating and evaluation of
arbitrators’ professional qualifications and historical case records, while intelligent
algorithms can optimize the allocation and utilization efficiency of arbitrators. Such
as system may assess each arbitrator’s, current case load, automatically adjust ap-
pointments, and prevent over-concentration or under-utilization of any individual
arbitrator — thereby maximizing overall efficiency (Stefer and Fricke 2025). In doing
so, Al not only enhances the effective distribution of cases but also promotes equi-
table engagement of arbitrators and helps ensure that the professional capabilities of
each arbitrator are employed to their fullest potential.

The introduction of Al technology into the judicial system holds the potential to
enhance operational efficiency and support decision-making processes. However, it
is also essential to address accompanying legal risks and concerns regarding
impartiality. By improving capabilities in information screening and processing, Al
canreduce human intervention and increase transparency and objectivity in judicial
operations. Nevertheless, the utilization of Al must carefully balance efficiency with
the imperatives of judicial fairness, ensuring that its application in arbitration and
other legal proceedings genuinely serves to improve the effectiveness of dispute
resolution and safeguard the integrity of outcomes.
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According to the Chartered Institute of Arbitrators (CIArb) Guideline on the Use of
Al in Arbitration (2025), the integration of Al into arbitrator selection contributes a
substantial contribution to enhancing procedural efficiency in arbitration pro-
ceedings. By automating the evaluation of arbitrator qualifications, historical case-
related data, and expertise matching, Al reduces the time required for the selection
process and minimizes the need for manual intervention. This technology facilitates
more objective and consistent selection processes while maintaining ongoing
compliance with the principle of procedural fairness and institutional standards.
Such efficiency gains help accelerate the overall arbitration timeline and optimize
resource allocation for all the parties in the proceedings (CIArh 2025).

3 Risks in Al-assisted arbitrator selection

As a product of the technological revolution, Al is bound to create friction with
existing legal systems. The use of Al in selecting arbitrators may lead to algorithmic
manipulation impairing party autonomy, data collection and utilization infringing
upon arbitrators’ data privacy rights, and computational rationality potentially
failing to comprehensively assess arbitrators’ qualifications, thus undermining the
professionalism, impartiality, and suitability of arbitrator appointments.

3.1 Algorithmic manipulation’s impact on party autonomy

The selection of arbitrators should uphold the principle of party autonomy. However,
Al systems, guided by algorithms, are susceptible to manipulation by arbitration
institutions, algorithm designers, or owner due to the “black box algorithms” effect.
This may distort the genuine intent of the parties, violate the principle of party
autonomy (Dou and Dou 2025), and perpetuate the issues previously highlighted.
Given the opaque decision-making logic of algorithm operations, it is challenging to
promptly detect and effectively correct potential biases in the arbitrator selection
process. Furthermore, accountability becomes increasingly complex and ambiguous.
In the event of an erroneous selection outcome, assigning responsibility is difficult, as
it remains unclear whether liability should fall upon the algorithm’s designer,
operator, or the arbitration institution (Herbosch 2025).

The term “black box algorithms” refers to the phenomenon wherein the internal
operation logic, parameter setting, and decision-making process of Al algorithms
remain opaque or only partially transparent to external users in data processing. Due
to its application and commercial value, Al technology inevitably incorporates the
value preference of its developers and users (Kwong 2017). These embedded values can



DE GRUYTER Selecting arbitrators by Al =—— 9

influence the fairness of the arbitrator selection process and may even introduce
systemic bias. To mitigate algorithmic bias, one proposed approach involves
enhancing the transparency of Al systems through code regulation — employing legal
technification to reduce the impact of bias on the selection of arbitrators.

Nevertheless, machine learning often depends on extensive datasets for self-
learning and adaptation, and its inherently adaptive nature makes it challenging to
anticipate algorithmic behavior across diverse scenarios (McManus 2017). Even if an
algorithm performs effectively during the training phase, its decision-making process
may become unstable or unpredictable when encountering unforeseen contexts in real-
world applications. This inherent uncertainty implies that, despite embedding legal
requirements into the algorithm’s code, it remains difficult to reliably predict or control
the system’s actions under varied practical conditions. The use of big data and algo-
rithms without sufficient transparency, accountability mechanisms, and fairness-
oriented design may therefore pose significant challenges with broader societal
implications.

In addition, regulating algorithmic bias faces significant challenges in terms of
liability attribution. The inherent lack of transparency caused by the “black box
algorithms” complicates the process of assigning responsibility when errors occur. In
the selection of arbitrators. Effective technical regulation hinges on ensuring algo-
rithmic transparency, auditability, and accountability, yet each of these dimensions
presents considerable practical difficulties. Algorithmic transparency is often con-
strained by commercial interests and protections of trade secrets, which if not
properly addressed, can further complicate accountability mechanisms (Rowe and
Prior 2022). While algorithmic auditing can help identify biases and deviations, the
self-evolving nature of machine learning systems makes consistent monitoring and
liahility tracing increasingly complex.

The self-learning and adaptive nature of algorithms causes their behavior to
evolve over time, which increases the difficulty of audit consistency and effectiveness.
Furthermore, a major challenge in the attribution of responsibility lies in accurately
allocating accountability among relevant actors and preventing staff and arbitrators
within arbitration institutions from shifting blame for their own errors onto the
designers, developers, or operators of the algorithms. Although the use of algorithms in
selecting and appointing arbitrators has yielded gains in efficiency and convenience,
the inherent “black box algorithms” issue and the resulting deficits in accountability
and transparency remain critical problems that require resolution (Wang 2024).

3.2 Erosion of arbitrator data privacy through data profiling

Upon appointment, arbitrators are required to disclose certain information to the
arbitration institution, However, the use of Al analysis often necessitates the
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collection of additional data. In many cases, Al may also construct detailed profiles of
arbitrators through large-scale online data collection, potentially infringing upon
their right to privacy without adequate safeguards (Slobogin 2025). As data sharing
becomes increasingly prevalent, robust protection of arbitrator and case-related
information has grown ever more critical. Confidentiality is a cornerstone of com-
mercial arbitration’s appeal. The widespread adoption of Al technology, however,
heightens the risk of misuse of personal data, such as family details, inaccurate
negative records, or evaluative content, which, if improperly disclosed, could harm
an arbitrator’s career and personal reputation. Furthermore, Al-generated arbi-
trator profiles may incorporate biases or inaccuracies, jeopardizing not only indi-
vidual privacy but also casting doubt on the fairness of arbitrator selection and
ultimately undermining the integrity of arbitral decisions (Raub 2018).

At the same time, expanded data sharing increases exposure to data breaches
and cyber threats. If sensitive arbitration information is accessed or leaked through
cyber attacks, the confidentiality essential to arbitration could be severely
compromised. Coupled with the inherent biases and opacity of Al algorithms, these
vulnerabilities may also perpetuate discrimination and prejudice in both the selec-
tion of arbitrators and the outcomes of awards. Therefore, while benefiting from
technological advances, it is imperative to strengthen data governance and enhance
transparency throughout the arbitration process.

With the increasing integration of Al in arbitration, ensuring the privacy and
security of arbitrators and case data has become increasingly critical. During the Al-
assisted screening of arbitrators, the confidentiality of personal information and
case-related data must be rigorously protected. It is also important to note that an
arbitration process relying on Al technology may involve external inputs — meaning
that those who develop or operate the technical systems could be situated outside the
traditional arbitration framework.

To safeguard privacy, arbitration agreements should incorporate explicit
confidentiality obligations to enhance data protection. The involvement of external
technical personnel must be subject to rigorous vetting, including an assessment of
their qualifications and prior project experience to verify their competence in
handling sensitive information. Furthermore, contracts would include detailed
provisions on confidentiality and data security, specifying liability and penalties for
any breaches (Ajunwa and Kamer 2024). Access to sensitive data shall be restricted to
authorized and reputable external personnel only.

Itis necessary to mandate that arbitration data protection agencies establish and
uphold stringent data protection standards. Key responsibilities should include
establishing standards for data encryption and storage, conducting regular reviews
and updates of security protocols, continuously monitoring data access, overseeing
the security protocols for data storage and transmission, as well as responding to and



DE GRUYTER Selecting arbitrators by AI — 11

tracking anomalies in real time. These measures are critical to ensuring end-to-end
security of data throughout the arbitration process.

While technological progress advancements are highly significant for improving
the efficiency of arbitration proceedings, the absence of systematic and standardized
data management measures may still adversely affect data protection and privacy
security. For instance, the Guidelines for Data Arbitration of Shanghai Arbitration
Commission provide an institutional guarantee for data-related data disputes within
procedural frameworks. However, these guidelines have yet to comprehensively cover
norms governing the storage, usage, and deletion of data throughout its processing
lifecycle, which may give rise to concerns regarding full lifecycle data management.
The lack of a clear protocols for the use and storage of specific types of data could lead
to unavoidable legal risks pertaining to data privacy and security. Likewise, in the
absence of explicit data deletion measures, the potential risks of data leakage and
unauthorized use remain significant and cannot be overlooked (Cinnamon 2025).

3.3 Limitations of computational rationality in assessing
arbitrator qualifications

While Al’s value judgments are primarily grounded in computational rationality
(Governatori and Rotolo 2008), the role of an arbitrator extends beyond professional
knowledge and technical competence to include nuanced emotional intelligence,
which plays a significant part in resolving disputes. The authority granted to arbi-
trators selected by the parties is intended to foster mutual trust and facilitate dispute
settlement. If AT were to assume complete control over the entire process, it would
likely struggle to capture the interpersonal rapport and trust that develops between
arbitrators and the parties. This could effectively transform arbitration into a judge-
allocation mechanism resembling litigation, thereby diminishing the distinct ad-
vantages of the arbitration system.

Arbitration, as a quasi-judicial activity endowed with adjudicative authority, relies
not only on rational interest balancing but also incorporates value judgments shaped by
emotional and moral considerations. If AI were to assume complete control over the
arbitration process, it would risk undermining human agency, thereby preventing ar-
bitrators from engaging the moral and emotional dimensions essential to effective
dispute resolution. In such a scenario, the distinctive advantages of arbitration — such as
flexibility, mutual trust, and human discernment — could be significantly diminished
(Schwing 2020). Although AT possesses considerable capabilities in data processing and
analytical tasks, it cannot fully replicate the human capacity for empathetic under-
standing and ethical judgment (Zhao and Ren 2025), which remain indispensable in
addressing complex legal and relational disputes.
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Algorithms depend on extensive datasets to render decisions; however, their
decision-making processes often lack transparency and may embed the subjective
intentions and bhiases of their designers and operators. As a result, Al may struggle to
ensure complete fairness and impartiality in the selection of arbitrators (Elyamany
2024). Furthermore, algorithms are ill-equipped to accurately assess the significance
of the emotional connection between arbitrators and the parties — a crucial element
in many dispute resolutions. While intelligent digital platforms deliver personalized
services through data collection, analysis, and behavioral modeling, they inevitably
reflect underlying algorithmic and commercial priorities.

When deployed in arbitration, Al operates primarily through computational logic,
which falls short in effectively navigating complex interpersonal emotions and trust-
based dynamics (Lu 2022). This inherent computational rationality may erode the
parties’ confidence in the arbitrators and dilute the distinctive advantages offered by the
arbitration system. When examining the impact of algorithmic decision-making on the
selection of arhitrators, it is necessary to acknowledge its limitations in terms of
transparency, impartiality, and the management of emotional and trust-based re-
lationships. The algorithmic encoding of legal rules has facilitated the digitalization of
judicial reasoning and enforcement, yet it often overlooks the affective and ethical
dimensions inherent in social interactions. Despite AI's strengths in data processing and
analytical tasks, it remains inadequate in assessing the holistic qualities of arbitra-
tors — such as emotional intelligence, interpersonal skills, and other nuanced attributes
that resist straightforward quantification (Elyamany 2024). This over-reliance on
computational rationality may fail to capture the very elements that underlie mutual
trust and human-centric judgment, which are central to the arbitration process.

While computational rationality may enhance procedural efficiency, it reveals
inherent limitations in addressing complex interpersonal dynamics and emotional
trust (Swisher 2024). It is therefore essential that intelligent systems strive to balance
technological capability with human values, and efficiency with justice, in both
design and application. Incorporating ethical considerations and human-centered
perspectives can render the decision-making process more comprehensive and
equitable. Moreover, strengthened oversight and evaluation mechanisms for Al
systems are necessary to safeguard and enhance the overall effectiveness and
integrity of the arbitration system.

4 Adjusting the system for the Al-assisted
arbitrator selection

In response to both the potential benefits and inherent risks of Al-enabled arbitrator
selection, a balanced regulatory approach must be applied within a rule-of-law
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framework. Efforts should center on refining relevant normative systems: legislation
should delineate a legal space for the application of Al in arbitration, while industry
self-regulation and soft law mechanisms (e.g., guidelines, codes of conduct) should be
leveraged to mitigate risks and standardize Al-related practices. On a conceptual
level, it is essential to uphold an inclusive yet prudent legal stance toward Al
development and facilitate the transformation of legal discourse paradigm in the
Al era.

4.1 Creating legal space for AI applications in arbitration

The design of an arbitration system is shaped by legislator’s perceptions of arbi-
tration’s value and their balancing of competing values. Legislative choices are
influenced by culture contexts, social conventions, and the level of socioeconomic
development. Endowed with high flexibility and party autonomy, arbitration, driven
in part by technological progress, has emerged as a robust safeguard for substantive
justice in commercial disputes, while also serving as an expansive testing ground for
innovative rules within the framework of diversified dispute resolution mechanism
(Shen and Yu 2016). In this era of transformative change, the adaptability of arbi-
tration legislation assumes particular importance. Moreover, legislative flexibility
should also reflect the ethical challenges of Al innovation, balancing openness with
safeguards for responsible governance (Mao and Xu 2025). As Al becomes increas-
ingly integrated into the arbitrator selection process, both the current Arbitration
Law and local-level arbitration legislation must afford adequate flexibility to
accommodate future advancements in Al technology and its evolving application in
arbitration proceedings.

Against the backdrop of unprecedented changes in the world in a century, the
international commercial arbitration system is undergoing reshaping driven by
structural shifts, technological evolution, and growing cultural diversity. Reforms
within the system are driving its adaptive development, which is manifested in
several pivotal trends: a heightened emphasis on efficiency without compromising
substantive and procedural fairness; a gradual relaxation of public policy re-
strictions amid the increasing deepening intertwinement of public and private in-
terests; and the expanding authority of arbitration institutions, which now often
precedes strict adherence to the principle of party autonomy (Liu and Feng 2024).

China’s arbitration system also faces a crucial window of opportunity for re-
form. Such reform must prioritize reducing excessive administrative intervention in
arbitration, in alignment with the requirements of a comprehensive rule-of-law
framework. The modernization of China’s arbitration system should be oriented
toward the goals of Chinese-style modernization, striving to refine the institutional
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framework of arbitration and enhance systemic support through inclusive legisla-
tion. The significance of inclusive legislation lies in its capacity to provide a legal
structure and institutional space that accommodate technological progress and
innovation within the arbitration field. This approach can effectively respond to the
uncertainties and regulatory challenges introduced by technological advancements.
By embracing legal inclusiveness, a flexible environment can be established to adapt
to rapidly evolving technologies, such as the integration of Al in arbitration (Chen
2021).

Inclusive legislation has been widely recognized and applied in the realm of
international commercial arbitration. For example, the UNCITRAL Model Law on
International Commercial Arbitration provides an open-ended framework allowing
countries to make targeted adjustments and introduce new technologies on a case-
by-case basis. This legislative framework reserves sufficient latitude for countries to
adapt their laws in judicial practice in light of their specific national conditions and
technological progress. The application of Al into arbitration proceedings holds
significant potential to enhance efficiency and fairness, as evidenced by applications
such as intelligent arbitrator screening, automated award documents generation,
intelligent evidence analysis. However, this integration is accompanied by a suite of
technical and ethical challenges that demand clear legislative guidance and safe-
guards. Inclusive legal provisions can facilitate the proactive application of Al
combine innovation with the rule of law, and enable continuous adaption
throughout the process of development (Moreira and Zhang 2025).

4.2 Piercing AI's “black box algorithms” with regulations

Inclusive legislation has garnered broad recognition and implementation within the
domain of international commercial arbitration. A paradigmatic example is the
UNCITRAL Model Law on International Commercial Arbitration, which establishes an
open legal framework enabling countries to incorporate context-specific adaptations
and adopt emerging technologies. This legislative design affords nations ample flexi-
bility to align their judicial practices with domestic socioeconomic conditions and
technological advancements. The integration of Al into arbitration proceedings offers
considerable potential to enhance efficiency and fairness, as exemplified by applica-
tions such as algorithm-assisted arbitrator screening, automated award generation,
and Al-driven evidence analysis. However, the adoption of Al in this context also
introduces a spectrum of technical and ethical challenges that necessitate clear leg-
islative guidance and robust safeguards. Inclusive legal provisions can facilitate the
responsible deployment of AL, harmonize innovation with the rule of law, and enable
continual evolution throughout the development process (Moreira and Zhang 2025).
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Government support plays an essential role in the governance of Al in arbi-
tration. Specifically, the government can formulate and periodically revise policies
that align with current technological capabilities and societal imperatives, thereby
establishing a legal framework conducive to the development and application of Al
algorithms. Concurrently, it can offer necessary financial and resource support to
arbitration associations, ensuring these bodies are equipped to conduct fair, neutral,
and comprehensive algorithm reviews and arbitral proceedings. Such support may
encompass the training of technical personnel, the allocation of research funding,
and the provision of institutional backing. The independence and impartiality of
arbitration associations are instantiated in their capacity to resist external pressures
and maintain objectivity in evaluating algorithmic systems. Government assistance
is vital to safeguarding the operational autonomy and functional effectiveness of
these associations, enabling them to fulfill their duties in a principled and sustain-
able manner.

Government funding and resource assistance are essential prerequisites for
arbitration associations to execute fair, neutral, and comprehensive algorithmic
assessments and arbitral processes. This includes the training of technical personnel,
the allocation of research resources, and sustained financial support. Such govern-
mental backing further reinforces the independence and impartiality of arbitration
associations, ensuring their work in algorithm governance remains free from
external interference (Li et al. 2023). Beyond this, the role of independent auditing
and supervision is crucial in upholding the fairness and transparency of Al systems,
thereby providing reliable safeguards for the healthy development of Al

To ensure the fairness and transparency of Al algorithms in arbitration, the
establishment of industry-wide large-scale governance models represents an indis-
pensable step. Such models not only constitute a technological breakthrough but also
embody a concrete manifestation of governance paradigms. Leveraging such
models, arbitration associations can conduct comprehensive audits and certifica-
tions of algorithms based on unified industry standards, assessing dimensions such
as algorithmic fairness, operational transparency, and functional effectiveness. This
standardized auditing mechanism will help elevate the overall quality of algorithmic
governance across the arbitration sector (Miao 2025).

Technical regulation and legal regulation function in a mutually complementary
manner, collectively ensuring the effectiveness of Al governance in arbitration (Hars
2021). Technical supervision primarily focuses on ensuring the transparency and
audibility of the algorithm development process. This entails utilizing information
technology tools to document and monitor the entire phase of algorithmic system
development, from design and training to deployment, guaranteeing that adherence
to established technical specifications and industry standards. In this context,
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arbitration associations play an essential role as technical reviewers, conducting
professional evaluations to verify algorithmic transparency and procedural
compliance.

Legal supervision, by the contrast, centers on the normative governance and
safeguard mechanisms of algorithm application. This includes establishing robust
legal frameworks that delineate the responsibilities and obligations of stakeholders
associated with the development and use of algorithms, thereby ensuring that Al
technologies operate within lawful and compliant boundaries. It is therefore
imperative to systematically categorize the risk levels of Al technologies developed in
arbitration and formulate detailed guidelines governing their development,
deployment, and usage. Such measures ensure that the advancement and application
of Al align with legal norms and are capable of proactively mitigating potential risks
and threats to the integrity of arbitral proceedings.

4.3 Regulating AI application by arbitration soft law

As an emerging technology, the regulatory framework for AI remains under
exploration. At the legislative level, there is still limited specialized legislation with
mandatory binding force enacted by national legislatures. A notable example is the
Artificial Intelligence Act issued by the EU in May 2024, which stands as the world’s
first comprehensive law dedicated to Al regulation. It introduces mechanisms such
as risk-based classification, rules for general-purpose AI models, and regulatory
sandboxes to foster innovation. However, following its enactment, many companies
have raised objections, arguing that the overly stringent regulatory requirements
could hinder industrial development (Blackman 2025). Consequently, on a global
scale, the formation of legal norms in the field of Al is still in a phase where various
industries largely rely on soft law for governance. This approach seeks to balance
regulatory oversight and technological advancement as effectively as possible.
Arbitration, as a mechanism for resolving private disputes rooted in the principle of
party autonomy, places greater emphasis on soft law as a means to reconcile the
interests of all involved parties. Therefore, the use of soft law to regulate the
application of Al in arbitration represents a pragmatic and contextually appropriate
response, which reflects broader approaches to integrating soft and hard laws in Al
governance (Xiao and Sun 2025).

The transparency of information disclosure and the standardized application of
Al play a central role in modern arbitration proceedings. At present, mandatory legal
provisions in the relevant fields fail to fully regulate information disclosure and AI
application mechanisms, leading to practical deficiencies. The Soft law of interna-
tional commercial arbitration refers to rules of conduct, guiding principles, or
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standards formulated by international organizations and arbitration institutions.
Although not legally binding in a strict sense, these instruments exert tangible
practical influence and are applied to address procedural gaps. As well as mitigate
conflicts and divergences prevalent in international commercial arbitration
(Kaufmann-Kohler 2010).

Soft law in arbitration holds significant potential to play a vital role in the field of
international commercial arbitration. By leveraging the functions of arbitration soft
law, it becomes feasible to ensure that arbitration proceedings operate within a
structured legal framework while maintaining adaptability to changes brought
about by emerging technologies. As a form of non-mandatory code of conduct and
guidance developed by international organizations and arbitration institutions,
arbitration soft law has gained broad recognition and preference due to its low cost
of formulation, high adaptability, and capacity to accommodate the individualized
needs of the parties. Soft law in commercial arbitration helps fill the procedural gaps
left by hard law instruments such as national arbitration statutes and institutional
arbitration rules. It contributes to enhancing the efficiency of arbitration pro-
ceedings, promotes harmonization and development in international commercial
arbitration, and offers sound reference standards for the supervision of arbitral
procedures.

The application of Al represents a pivotal innovative approach to enhancing the
efficiency and impartiality of arbitration. While AI has demonstrated considerable
potential in areas such as arbitrator selection and case management, its deployment
is accompanied by challenges concerning data privacy and ethical considerations
(Cheng and Liu 2023). It is therefore essential to regulate the use of Al through the
development of specialized arbitration guidelines. These should address, among
other aspects, algorithm transparency, protection of data privacy, and mechanisms
for securing informed consent from the parties involved.

Specifically, arbitration institutions should establish transparency rules gov-
erning the use of Al algorithms to ensure their fairness and impartiality, while
implementing stringent privacy protection measures to safeguard the security of
arbitrator and case-related data processed by Al systems (Cheng et al. 2024).
Furthermore, when Al is utilized in the selection of arbitrators, explicit and informed
consent must be obtained from the parties to guarantee their comprehensive un-
derstanding of both the procedure and outcomes. By embedding these specific
guidelines within arbitration soft law, the responsible and ethically grounded
application of Al technology in arbitration proceedings can be effectively promoted.

The application of arbitration soft law should emphasize practical applicability
and adaptability. During its formulation, full consideration should be given to the
specific needs of different cases and parties, with flexible and instructive operational
guidelines developed to ensure compatibility with rapidly evolving arbitration
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environments and technological advancements. Building on robust theoretical
foundations and thorough practical validation, clear and actionable operational
standards can be established, thereby enhancing the overall efficiency and fairness
of arbitration proceedings (Korzun 2023).

Soft law instruments, such as the Silicon Valley Arbitration and Mediation Center
(SVAMC) Guidelines on the Use of Artificial Intelligence in Arbitration, provide
essential guidance without the rigidity of statutory regulations, enabling the arbi-
tration community to respond proactively to technological advancements while
upholding ethical standards and procedural fairness. This guideline emphasizes the
need for participants to understand the capabilities and limitations of Al tools,
protect confidential information, and avoid delegating decision-making authority to
Al systems. In the realm of arbitrator selection, soft law helps mitigate risks such as
algorithmic bias, lack of transparency, and privacy violations by promoting trans-
parency, encouraging disclosure of Al use where appropriate, and ensuring human
oversight (SVAMC 2024). By fostering a culture of responsible innovation, soft law not
only enhances the efficiency and credibility of Al-enabled arbitrator selection but
also preserves the core values of arbitration, including autonomy, impartiality, and
fairness, in an evolving technological landscape.

The analysis of current practices and international experience reveals that in-
ternational arbitration institutions have demonstrated the substantial potential of
arbitration soft law in areas such as Al-assisted arbitrator screening. Nevertheless,
these initiatives also face ongoing challenges including data privacy protection and
ethical governance. Against this background, arbitration soft law can function as a
flexible and effective regulatory instrument to ensure that the application of Al
technology in arbitration remains transparent and guided by well-defined opera-
tional standards. By actively incorporating advanced international practices, such as
those reflected in the UNCITRAL Arbitration Rules, China’s mainstream arbitration
institutions can align their relevant rules and norms with global standards. This
convergence will enhance the credibility and international influence of China’s
arbitration system, thereby further promoting the standardization and efficiency of
arbitration procedures.

5 Transformation of legal discourse paradigm for
technological innovation
The integration of Al into arbitrator selection represents an inevitable trend in the

evolution of arbitration systems and the development of the arbitration industry
amid the ongoing global technological revolution. While it is imperative to address
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attendant risks through regulatory refinement and legal adaptation, it is even more
critical to accurately delineate the dynamic relationship between law and technol-
ogy, and to clarify the discourse paradigm through which the legal system responds
to technological innovation in the Al era (Cheng and Pei 2025).

Historically, pivotal technological breakthroughs have consistently driven
transformative changes in the means of production, expanded the scope of labor
objects, and reshaped labor structures. These developments have not only exerted a
profound impact on human living conditions but have also fundamentally recon-
figured modes of production. Such paradigm shifts, in turn, have necessitated
continuous adjustments to social structures and institutional frameworks (Schweller
2004).

On the one hand, the relentless advancement of technology perpetually expand
the scope of legal regulation (Bennett 2012). Technological progress enhances human
productive capability and continually pushes the boundaries of human activ-
ity — whether in economic, social, or private spheres. Since law functions as a
normative framework governing human interactions and social relations, its regu-
latory domain naturally evolves in tandem with the expansion of these spheres of
activity. On the other hand, technological advancement also contributes to the
maturation of legal cognition. Sustained exploration and innovation in the natural
sciences have deepened humanity’s understanding of the inherent laws governing
the evolution of the objective world. This enhanced understanding, in turn, has
facilitated the refinement of legal criteria for evaluating objective phenomena,
thereby laying a more robust empirical foundation for nuanced and evidence-based
juridical decision-making.

Moreover, the complexity and rapid evolution of technology have prompted a
paradigm shift in the value orientation of law toward “humility”. The ongoing
development of technology has transformed it into an increasingly intricate and
expansive system, characterized by multifaceted interdependencies across its con-
stituent elements. These interconnections frequently give rise to cascading effects,
whereby a change in one factor can trigger a chain of reactions that propagates
throughout the entire technological ecosystem. This inherent technological
complexity, in turn, propels societal development toward greater intricacy (Mat-
wyshyn 2007).

As a universal normative mechanism for regulating social relations and main-
taining social order, law should not be altered impulsively. Modifying even a single
legal relationship may introduce systemic risks and unintended consequences. Law
inherently possesses a degree of lag relative to social change. When confronted with
novel situations and phenomena arising from technological progress, the law ought
to refrain from both preemptive prohibition and hasty endorsement. Instead, law
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ought to embrace a posture of a humility, striving to carefully balance the dynamic
interplay between technology, legal frameworks, and economic imperatives.

Rooted in the dialectical relationship between law and technology, the authors
argue that in the Al era, the legal system should address emerging issues, including
the integration of Al in arbitration, through an inclusive yet prudent regulatory
approach. It is essential to construct an open legal discourse system that aligns with
contemporary technological and societal developments, enabling adaptive and
forward-looking governance of technological innovation. Such a shift also resonates
with recent findings in Al ethics research, which reveal the pluralistic and evolving
discourse structures shaping governance debates (Qiu et al. 2025).

5.1 Legal inclusivity and technology

The law’s inclusivity toward technological advancement constitutes a foundational
prerequisite for ensuring that technological innovation and its application are both
legitimized and facilitated within a legal framework (Podgor 2018). An inclusive legal
regime not only cultivates an adaptive ecosystem for technological development but
also balances the dynamic interplay between technological progress, social norms,
public welfare, and individual rights.

The law’s inclusivity underpins the encouragement and promotion of techno-
logical innovation and research development (R&D) activities within the bounds of
the law. By implementing proactive policy instruments — including tax incentives,
financial support mechanisms, and targeted preferential measures — the law creates
an enabling environment for technological innovation. For instance, many juris-
dictions have formulated entrepreneurship and innovation policies, that offer
preferential treatments (e.g., R&D tax deductions or exemptions) to incentivize en-
terprises to invest in and engage in technological innovation initiatives.

These policies have stimulated corporate innovation, attracted substantial in-
vestment and talent, and accelerated progress within the technology industry. At the
same time, the protection afforded by intellectual property laws remains crucial for
the sustainable development of technological innovation (Smith 2013). By enforcing
strong intellectual property protections, such as patents, copyrights, and trademarks,
the legal system ensures that innovators can secure reasonable returns on the out-
comes of their innovative work, thereby encouraging continued investment in
technological research and development.

The inclusiveness of the law is further demonstrated through its support for the
application and commercialization of technology. Technological innovation requires
more than theoretical and experimental results; it must also be implemented in
production and daily life to generate economic value and social benefits. On one



DE GRUYTER Selecting arbitrators by AI =—— 21

hand, the law ensures the sustainability and safety of technological applications by
establishing appropriate norms and standards. On the other hand, it safeguards
intellectual property rights, facilitating the commercialization of technological in-
novations (Peng 2019). Through the protection of intellectual property such as pat-
ents, companies can gain a competitive market advantage, attract investment, and
secure customer trust. By providing these essential guarantees, the inclusiveness of
the law encourages enterprises to dedicate greater resources and effort to techno-
logical development.

The inclusiveness of the law allows technological development to operate within
established social norms under a legal framework, thereby balancing the interests of
all parties involved. By instituting appropriate rules and regulatory mechanisms, the
law ensures that technological progress remains within permissible boundaries. This
flexible legal structure reconciles the freedom of technological innovation with the
protection of human dignity and fundamental values. Furthermore, the law facili-
tates the establishment of dedicated technology ethics committees or similar bodies
to evaluate and oversee the ethical and social implications of technological
advancements.

The mission of such institutions is to ensure that technological applications
comply with legal and ethical standards, thereby preventing the potential misuse of
technology. Accordingly, in the field of Al, several countries have established Al
ethics committees to evaluate ethical and social concerns arising from the use of Al
technologies. Through these regulatory and evaluative mechanisms, the inclusive-
ness of the law helps to ensure that technological advancement aligns with the
broader interests of humanity (Cheng and Nasirov 2025).

Furthermore, in the digital era, the law plays a crucial role in balancing tech-
nological progress with the protection of individual rights, particularly in the areas
of personal privacy and data security. As technology continues to evolve, the
collection and utilization of personal information have become increasingly
pervasive. In response, the inclusiveness of the law necessitates the enactment of
comprehensive privacy and data protection regulations to prevent the abuse and
unauthorized exploitation of personal data.

5.2 Prudence of law towards technology

The law serves as a regulatory and supervisory framework for technological inno-
vation, ensuring that such innovation aligns with the public interest and addresses
societal needs. Specifically, it imposes regulations on the licensing and certification
of emerging technologies, mandating that innovators conduct security assessments,
ethical evaluations, and compliance verifications. These procedural requirements
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are instrumental in safeguarding the alignment of both the innovation process and
its outcomes with legal provisions and ethical principles. Furthermore, the law ought
to establish robust intellectual property regulatory regimes and policies to protect
the rights of innovators, incentivize investment in innovation initiatives, and secure
the fruits of innovative endeavors. By safeguarding innovators from the infringe-
ment of their legitimate interests, the law underpins the sustainable advancement of
technological innovation.

Meanwhile, the law should develop a structured legal framework for safety
governance and risk mitigation to address potential threats that technological
progress may pose to human life and health. It must also formulate specific standards
and norms to steer innovation toward sustainable development goals. In domains
such as environmental protection and energy, legislation can introduce emissions
benchmarks alongside energy conservation and emission reduction policies. These
regulatory measures guide technological innovation toward clean energy solutions
and a low-carbon economy, thereby providing institutional support for ecological
sustainability.

In addition, the law regulates and safeguards the application of technology to
prevent the infringement of public rights and interests. Notably, it ensures the se-
curity and compliance of technological applications, upholds the protection of per-
sonal privacy and data security, and defends the legitimate rights of consumers. To
this end, targeted privacy protection and data security laws and policies should be
established to curb the misuse or leakage of personal information. In the realm of
internet and mobile applications, the law imposes obligations on technology com-
panies to implement requisite security measures, thereby preventing violations of
users’ personal data and privacy (Hutchinson 2022).

The law must formulate and enforce relevant laws and policies to safeguard
consumer rights while ensuring the quality and safety of technological products and
services. In sectors such as electronics manufacturing and e-commerce, technology
companies bear legal liabilities to provide accurate and reliable product information
which not only guarantees product quality and safety but also ensures the protection
of consumer rights throughout the entire lifecycle of purchase and usage.

The law provides strategic guidance and coordinated governance for techno-
logical development, thereby ensuring the rational application of technology and the
maximization of social welfare. In particular, by formulating science and technology
(S&T) policies and planning frameworks, the law guides the optimal allocation and
utilization of S&T resources — an essential function that underpins technological
innovation and industrial upgrading.

The law should establish strategic planning systems sand policy frameworks for
technological advancement, clearing delineating key priority areas and development
objectives. Governments may leverage these legal foundations to launch innovation-



DE GRUYTER Selecting arbitrators by AI =—— 23

driven strategic initiatives, which incentivize both fundamental research in critical
fields. Such measures are instrumental in enhancing the contribution of techno-
logical innovation to economic growth and social progress.

Furthermore, the law ought to facilitate the optimal allocation and efficient
utilization of S&T resources, while promoting the integration of technological
innovation with industrial development. For instance, in the areas of technology
transfer and intellectual property protection, legislation may establish targeted
policies and institutional mechanisms to streamline the transfer of S&T achieve-
ments from research institutions to industrial entities. Concurrently, such legal
frameworks should strengthen the protection of these achievements and support
their practical application in industrial contexts, thereby bridging the valley of death
between academic research and market-oriented innovation (Perlman 2024).

Finally, the law needs to strengthen supervision and regulation of technology
enterprises and research institutions, while simultaneously promoting the cultiva-
tion and introduction of technology talents. Specifically, the law could formulate
targeted support policies, offer preferential treatments and incentives for techno-
logical innovation and entrepreneurship, and thereby attract and retain outstanding
science and technological talents, ultimately fostering the sustainable development
of science and technology.

5.3 Legal inclusivity and prudence in the “AI + arbitration”

In the current era of Al it is essential to uphold the legal principles of inclusiveness
and prudence in the context of technological advancement. Accordingly, legislative
and regulatory frameworks must be carefully designed to achieve a balance between
these two values, particularly within the domain of Al-assisted arbitrator selection.
This entails creating rules that are flexible enough to accommodate innovative ap-
plications of Al, such as data-driven arbitrator matching, bias detection, and case
outcome prediction, while simultaneously instituting robust safeguards that ensure
fairness, transparency, and the protection of parties’ autonomy.

A thoughtfully constructed legal approach will encourage the responsible
deployment of Al tools, enhancing the efficiency and accuracy of arbitrator ap-
pointments without undermining human oversight or ethical accountability. By
harmonizing technological empowerment with foundational legal and procedural
guarantees, such a framework supports the evolution of arbitration into a more
sophisticated, yet still trustworthy, mechanism of dispute resolution. In doing so, it
reaffirms the role of law as a stabilizing force that both enables progress and pre-
serves core principles of justice.
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Under China’s current arbitration legislation, support for online arbitration and
Al in arbitration has been explicitly affirmed through revisions to the Arbitration
Law, thereby creating space for the integration of Al with arbitration practices.
Concurrently, the Legislation Law of the People’s Republic of China has granted local
legislatures corresponding authority to enact rules. In the local arbitration laws of
Shanghai and Hainan, emphasis has been placed on advancing the integration of Al
with arbitration, aiming to leverage Al’s value while focusing on synergy between Al
applications in arbitration, data privacy protection, and technical oversight — efforts
that collectively promote inclusive legislative development.

From the perspective of industry regulation, China is actively fostering the
establishment of arbitration associations, shifting its arbitration framework from
administrative oversight to industry self-regulation. This transition further re-
inforces respect for arbitration’s autonomy, independence, and professionalism.
Such a shift not only addresses regulatory gaps in overseeing Al in arbitration under
inclusive legislative frameworks but also enables specialized regulatory experi-
mentation. By doing so, it prevents Al adoption in arbitration from being unduly
constrained by overly rigid rules, ultimately realizing an effective balance between
technological innovation and regulatory stability (Migliorini and Wang 2025).

In terms of soft law application, relevant Chinese arbitration institutions have
begun regulating Al-assisted arbitrator selection through revisions to arbitration
rules or the issuance of specialized guidelines. For example, the CIETAC has adopted
a prudent strategy for Al integration. Its Guidelines on the Use of Artificial Intelligence
Technology in Arbitration clearly states: Al application in areas such as arbitrator
selection, document processing, and legal research is encouraged to improve pro-
cedural efficiency and reduce dispute resolution costs; at the same time, a robust
safeguard mechanism is established to address potential risks (CIETAC 2025). The
guidelines strongly emphasize the principle of party autonomy, allowing partici-
pants to jointly agree on the way Al is used, and clearly stipulate that human arbi-
trators shall still bear ultimate responsibility for all awards. This framework
demonstrates significant prudence: it requires comprehensive risk assessment,
strengthens data security standards, emphasizes compliance with applicable laws
and regulations, and ensures the principles of confidentiality, due process, and equal
treatment throughout the process.

In this manner, Al serves as a valuable tool to improve the procedural accuracy
and operational consistency of arbitrator appointment processes, while preserving
the essential role of human discernment and ethical judgment in upholding the
integrity of arbitral justice. This balanced approach ensures that technological
adoption complements rather than supplants the core human elements fundamental
to fair dispute resolution.
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6 Conclusions

Through an in-depth analysis of AI's practical value in arbitrator selection, that is,
enhancing values of the arbitrators’ professionalism, optimizing appointment pro-
cess, and strengthening procedural fairness, this article preliminarily reveals the
broad application prospects of Al technology in arbitration. However, institutional
concerns such as algorithmic manipulation, data privacy risks, and limitations of
computational rationality should not be overlooked. In response to these challenges,
this article puts forward three adaptive strategies: first introducing inclusive legis-
lative provisions to embed institutional flexibility into arbitration laws, thereby
accommodating technological advancements; establishing an industry-specific
model supervision mechanism to improve algorithmic transparency; and third,
developing arbitration-specific soft law instruments to regulate the application of Al
in arbitration practice.

The integrated approach, combining inclusive legislation, regulatory oversight
of industry-specific large language models (LLMs), and arbitration soft law, jointly
lays a solid legal foundation and establishes an effective governance framework for
the application of Al technology in arbitration. Flexible provisions within arbitration
law enable timely identification of, and response to, technological changes and
emerging challenges. Specifically, through enhanced information transparency and
“cognitive justice” facilitated by industry LLMs, coupled with neutral supervision co-
implemented by arbitration associations and government authorities, and guided by
concrete rules and standards under soft law, the fair and rational use of Al tech-
nology in arbitration proceedings can be effectively safeguarded. This, in turn, un-
derpins the development of a scientific and well-structured institutional system for
Al-assisted arbitration.

The integration of Al and arbitration also prompts deeper reflection on the
transformation of legal discourse in the Al era. This issue not only bears on the future
of arbitration but also relates to the broader evolution of the legal system as a whole.
Continuous technological advancement will inevitably drive fundamental changes
across social institutions, including the legal sector. A critical challenge worthy of in-
depth deliberation, therefore, lies in balancing the inherent stability of legal systems
with the dynamism brought about by technological innovation. In essence, the law
should adopt an inclusive yet prudent stance toward technological progress: pre-
serving room for innovation while setting clear boundaries to prevent technology
from fundamentally disrupting existing legal institutions and social order. Reform
amid stability, and development amid change, should serve as guiding principle for
the evolution of arbitration systems in the Al era.
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