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Abstract: Decision-makers across both technological and political fields increas-
ingly recognize the need for AI regulation. In the context of AI governance, alignment
refers to the requirement that AI systems operate in accordance with human values
and interests. This article argues that misalignment is a key driver of algorithmic
bias, which not only perpetuates rights infringements but also undermines AI safety,
posing risks to its societal integration. This alignment imperative is rooted in the
enduring principle of human dignity, a juridical concept that has evolved from its
origins in Roman jurisprudence to its establishment as a cornerstone of modern
constitutional democracies. Today, human dignity serves as a foundational value
underpinning the rule of law. Through comparative legal analysis, this article
examines how human dignity informs algorithmic governance across major juris-
dictions, analyzing regulatory texts, directives, and case law addressing AI-related
challenges. Despite varying implementation approaches, this paper demonstrates
that human dignity can serve as a universal foundation for AI governance across
cultural contexts. While the European Union prioritizes human dignity in regulating
algorithmic bias, emphasizing individual rights, public interests, and human over-
sight, this principle extends beyond European law, offering a normative anchor for
global AI governance. The article concludes with governance recommendations for
the AGI era, advocating for the integration of human dignity into AI alignment. This
requires both embedding dignity-preserving constraints at the technical level and
developing robust assessment frameworks capable of evaluating increasingly
advanced AI systems. As AI surpasses human intelligence, governance mechanisms
must ensure these systems align with ethical principles, remain under meaningful
human control, and operate within legally and socially acceptable boundaries.
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1 Introduction

Chinese AI Startup DeepSeek released the open-source model DeepSeek-R1 with
low-cost innovation and advanced capabilities which make it perform as well as
GPT-o1. This digital assistant not only breaks the reliance on “heaps of computa-
tional power”, but also marks a paradigm shift in AI technology, from SFT tech-
nology to self-reasoning technology, and the dawn of the AGI era has already
appeared. The notion of super-intelligent AI surpassing human intelligence and
acting in ways that jeopardise human existence has been a topic of debate in the AI
community. Significant changes in the dynamics of the global AI ecosystem such as
ChatGPT, Sora, DeepSeek have also once again led us to think critically about the
risks that may potentially be involved in their development and use (Cheng and
Liu 2024).

Indeed, many potential consequences of AI development threatening human
security have been investigated, including loss of control, infringement risk,
discriminatory risk, risk of disinformation, risk of resource imbalance, and liability
risk (Habbal, Ali, and Abuzaraida 2024). According to the CSA Artificial Intelligence
Safety Initiative, AI safety, compared to AI security, involves broader consider-
ations involving issues of human well-being, ethical implications, and societal
values that go beyond the limits of technical safety measures.1 Current AI safety
concerns centre on the value consistency challenge and the existential risk that
issues such as algorithmic discrimination can pose to humanity (Maiti, Kayal, and
Vujko 2025), which, have been researched they are not merely juxtaposed, but
arguably interrelated. The former refers to AI value alignment, which was first put
up to ensure AI systems achieve the desired outcome, in other words, intended
goals (Gabriel 2020). The lack of alignment of value would constantly lead to de-
viation from a certain statistical standard in training data or natural language
processing which is crucial for the algorithm to “learn” the laws of classification
and find differences in the examples, which has been worded as algorithmic bias
(Zerilli et al. 2018).

Consequently, the unfair outcome would contribute to a socially normative
phenomenon encompassing the differential impact of apparently neutral rules,
standards, and behaviours on protected attributes and groups (Leal and Crestane
2023). Among the estimated probability of various existential catastrophes to human

1 See Ken Huang: AI Safety vs. AI Security: Navigating the Commonality and Differences. https://
cloudsecurityalliance.org/blog/2024/03/19/ai-safety-vs-ai-security-navigating-the-commonality-and-
differences.
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beings, the probability of a misaligned AI causing an existential catastrophe is about
one in ten, much higher than other existential catastrophes such as nuclear war,
climate change, volcanic eruptions, star explosions, and planetary collisions (Ord
2020). In that sense, it is worthy of investigating the intrinsic property of AI algo-
rithms from the perspective of the AI value alignment problem.

In general, there are three fundamental questions when AI value alignment is
mentioned. Firstly, what standards should be established to reconcile the diverse
moral and ethical perceptions of different groups in AI? Secondly, even if a broadly
accepted value framework is formed, how can it be effectively implemented at the
technical and operational levels? Thirdly, how can international norms on AI value
alignment be made universally binding to ensure their consistent enforcement and
effective implementation? From the practice in the pre-AGI era, AI value alignment
techniques methods could be divided into two main categories: plug-in alignment
and fine-tuning alignment. The former indicates three specific methods of efficient
parameter tuning, output correction, and context learning, which have started to be
applied to the real-world tasks of controlling specific risk assessment such as toxicity
removal and bias removal, as well as real-world tasks of re-aligning black-box
models based on specific values (Li and Ramakrishnan 2025). However, they would
be costly to implement and administer regarding computing power and data volume
without capturing many gains. Thus, fine-tuned alignment methods have started to
gain favour with two developed approaches, fully supervised fine-tuning (SFT), and
reinforcement learningfine-tuning based onhuman feedback (RLHF) (Tie et al. 2025).
The method is used to train loss values by collecting response data of different
qualities for manual sorting and then using the sorted data to train a reward model
(RM) to infer human preference (Wu et al. 2025).

This paper, however, sees the breakthrough of direct social modelling to
simulate human interactions which may enable a large model to learn and
establish human values by obtaining feedback and adjusting its behaviour through
free interactions in the simulated society (Shah, Joshi, and Joshi 2025), and propose
for the according governance environment for the future innovation. Specifically,
this paper aims to explore the path of algorithmic discrimination triggered by the
value alignment problem before sharing humble recommendations in terms of
design, control mechanisms and ethical frameworks for the development of AI in
the AGI era. In particular, it is oriented towards the gains and losses to human
rights protection (Cheng and Gong 2024) and refines human dignity as a universal
value of contemporary social development, which should be used as a guideline for
the ethical framework.
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2 The Current Dilemma of AI Value Alignment:
Urgent Need for Governance Amid Algorithmic
Biases

Being a world-known concept, the digital divide delivers its enriched connotation in
the Intelligent Age2 with exaggerated risks when value alignment is not managed
thoughtfully (Bean et al. 2025). Similar to computing power, the fundamentals of AI
alignment research require sufficient computational power and tech talents. If any
country lacks support in innovators, AI hardware, critical information infrastruc-
ture and energy, it would be lagging in terms of alignment training.

The status quo is not all countries and companies are currently capable of
researching and opening AI alignment tasks. With a small number of countries and
large tech giants controlling the development and deployment of AI-advancing
resources, most people, when accessing to Internet, would either be AI tool users or
those affected by the ubiquitous technology. The existing level of inequality and
social division would be exacerbated as algorithmic interpretation has been difficult
in the current scale and nature of large models of generative AI. For example, the
inherent mechanism of algorithms based on probabilistic inference runs the risk of
replicating and potentially amplifying the biases and flaws of human society. The
learning of erroneous and biased content from large and heterogeneous corpora,
and the dissemination process may reinforce algorithm bias and lead to discrimi-
nation against marginalised groups manifested across multiple dimensions such as
gender, race, and groupthink, which may produce unfair and discriminatory results
in social communication.

The UNESCO report highlights a clear bias against women in content generated
by big language models.3 When entering “CEO” into a search engine, a string of
white male faces appears, while changing the keyword to “black girl” has even
resulted in a large amount of pornographic content (Gish et al. 2023). This bias could
lead to inequities in how the AI system handles gender-related decision-making,
resource allocation, and recruitment, thus exacerbating gender inequality in
society. According to a Bloomberg report on GAI bias, text-to-image generators also

2 Intelligent Age is coined by the World Economic Forum to refer to an era defined by blending
artificial intelligence and cutting-edge technologies into every life. https://www.weforum.org/stories/
2024/09/intelligent-age-ai-edison-alliance-digital-divide/.
3 See O’Hagan, C. 2024, March 7. https://www.unesco.org/en/articles/generative-ai-unesco-study-
reveals-alarming-evidence-regressive-gender-stereotypes. Retrieved from UNESCO. https://www.
unesco.org/en/articles/generative-ai-unesco-study-reveals-alarming-evidence-regressive-gender-
stereotypes.
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show a clear racial bias, and more than 80 percent of the images generated by
Stable Diffusion with the keyword “inmate” included people with darker skin
tones.4 However, according to the Federal Bureau of Prisons, less than half of the US
prison population is people of colour.

Worse even, misalignment of values may dissolve the human subjective con-
sciousness of man, which refers to man as an autonomous, conscious being with the
capacity for self-determination, self-reflection and self-creativity, a fundamental
characteristic that distinguishes human beings from other living creatures and a
core driving force for the progress of human society and the development of civili-
zation (Sparks and Wright 2025). The rapid development of AI technology has led to
the expansion of the rationality of the human subject and the emergence of the
dilemma of modernity. The convenience and efficiency of technology make people
more inclined to seek the help of technology rather than their own thinking and
solutions when facing problems and challenges. The stronger one’s dependence on
technology, the more one is enslaved by it, forming the “dichotomy between human
and machine” (Sengupta 2025). This dependence weakens individual autonomy and
creativity, so that people’s first reaction to problems is often to look for technological
solutions rather than to think for themselves. In the long run, the decision-making
ability and innovation of individuals may be inhibited. When the human subjective
consciousness is no longer the sole decision-maker, but needs to negotiate and
coexist with technology, this change may cause humans to become hesitant in the
face of moral and ethical issues andmay even give up their own right to judge. It can
be said that algorithmic “power”without value alignment may lead to the shrinking
of the scope of human rights and the phenomenon of ‘subject-object alienation’.

The value alignment challenge couldweaken the self-identity of AI users. Human
self-identity is largely based on personal experience, knowledge and values
(Proshansky 1978), and AI algorithms exercise and operate in a “black box” that is
beyond, separate from, and independent of human rights. The “black box” nature of
AI and its reliance on mimetic environments have led to blind trust in its output
(Rjoub et al. 2023), which may go beyond the direct experience of the real world. At
the same time, because of other reasons like algorithmic recommendations, users
can only be exposed to information that is the same as or like their own existing
views, limiting the phenomenon of vision and cognitive scope, thus forming a kind of
information closed loop. This phenomenon, known as the information cocoon, is
becoming more pronounced with the push of social media and personalised
recommendation algorithms (Longo 2022). Algorithms that lack value alignment tend
to be user-satisfaction-oriented, providing users with content theymay be interested

4 See Leonardo Nicoletti and Dina Bass. Humans are biased, Generative AI is even worse. https://
www.bloomberg.com/graphics/2023-generative-ai-bias/.
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in by analysing their behaviour and preferences (Molina and Subias 2024). This
personalised recommendation mechanism also leads to homogenisation of infor-
mation, making users more inclined to be exposed to information that is similar to
the viewpoints they already have, and decreasing their need for and exposure to
heterogeneous information. They may gradually reduce their exposure to other
viewpoints or information that does not match their personalisation settings or is
perceived as irrelevant or untrustworthy.

In addition, accurate recommendations done by algorithms may also lead to
the formation of groups of people with similar views in cyberspace, where specific
value preferences are pooled and amplified in the group, gradually forming
extreme views. This phenomenon not only exacerbates the homogenisation of
information, but also makes it more and more difficult for users to be exposed to a
diversity of viewpoints and information, thus leading to a decrease in information
entropy. Human individuals, in such an environment, are highly susceptible to
falling into a cycle of self-confirmation and turning a blind eye to different voices
and perspectives from the outside world, which leads to the solidification of
cognitive structures and poses a challenge to an individual’s critical thinking and
open-mindedness (Cañamares and Castells 2018). When individuals are exposed to
only a single point of view and information, their thinking tends to become rigid,
lacking understanding and tolerance for multiple points of view, thus falling into
an information bubble. This situation not only limits the cognitive development of
individuals, but may also exacerbate social divisions and antagonisms because of
the lack of a basis for communication and understanding. This alienation of
algorithmic power may lead to the violation of fundamental rights such as the right
to human freedom and equality. For example, in the absence of controls, algorithm
helps deepfake technique to create generative child sexual abuse images and
videos under the directive of anti-human values (Romero Moreno 2024), where
synthetic images are created and posted without consent in a plethora of online
locations, ranging from message boards and forums to social media apps and
mainstream pornography sites, and where the victims are unfairly subjected to
degradation, bullying, objectification, mansplaining and sexual violence and
harassment by others, which can be devastating for children, with multiple vio-
lations of the victim’s bodily autonomy, sexual privacy, trust and sense of personal
identity. Even in the absence of specific victims, AI-generated fictional child sexual
abuse material accelerates the formation of a “rape culture” (Higgins and Banet-
Weiser 2024) against children, with very negative social consequences.

It can be seen that although the current AI, especially generative AI, has not
reached the stage of strong AI (Ng and Leung 2020), there is still controversy over
whether it has subjectivity and whether it can become a legal subject, but from the
perspective of human-machine relations, whether it is the theory of slavery, the
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theory of tools or the theory of symbiotic relationship, the problem of value align-
ment exists to a certain extent in the dismantling of the subjectivity of human beings,
bringing about a crisis of human autonomy. At present, the relationship between
generative AI and digital enterprises, especially platform enterprises, is also com-
plex. On the one hand, AI serves as a product and commercial production tool for
platform enterprises, and on the other hand, platform enterprises are also platforms
on which AI development relies and draws. And when AI can provide predictive
information about human behaviour, it can even serve as a kind of external regu-
lation of humans. In fact, OpenAI’s “super alignment team” has been trying to put
forward the alignment technology path: using AI to supervise AI.5 There is no
guarantee that once the AI takes over the alignment work, the risk of cheating
humans and taking advantage of the opportunity to usurp power will be more
uncontrollable.WhenAI becomes themain body of governance, algorithmswould be
the new “law”.

Against the background that the red line of “man will be inhuman” is
constantly being challenged and the value alignment itself is at risk of being off-
target and out of control, AI value alignment-related activities and agendas
organised by UNESCO, the CCW Talks Mechanism, the United Nations Institute for
Disarmament Research (UNIDIR), and the United Nations Office on Drugs and
Crime (UNODC) and other institutions have attempted to push forward the
implementation and monitoring of the Recommendations on AI Ethics, and to
promote the implementation and monitoring, promoting the implementation and
monitoring of the Ethical Recommendations on Artificial Intelligence, stressing
that AI should be in line with human values and interests, respecting human
dignity and rights, and guaranteeing fairness, transparency, explainability, cred-
ibility and accountability, and making clear the basic direction of governance that
“the development of AI must not transgress the bottom line and red line”.6

However, the fact is that international governance is severely fragmented, and
instead of providing strong guidance and constraints, the myriad of ethical rules has
increased confusion and conflict among developers in understanding and following
these guidelines. Coupled with the serious problem of politicisation of technical
cooperation, there is a clear division of interest groups in international governance
cooperation. For example, technical dialogues held in the US and Europe tend to be
closed and exclude the participation of countries from the global South. Unilateral
measures, such as the massive sanctions and export restrictions imposed by the

5 See https://openai.com/index/introducing-superalignment/.
6 See United Nations AI Advisory Body. Interim Report: Governing AI for Humanity. https://www.un.
org/digital-emerging-technologies/sites/www.un.org.techenvoy/files/ai_advisory_body_interim_
report.pdf.
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United States on Chinese AI companies, and regional governance are themain forms,
with less international governance cooperation willingness. The risk of denying
participation to other countries and the North-South geographic divide is growing
(Lehdonvirta,Wú, andHawkins 2024). The interests of all humanitywill be sacrificed
for the sake of self-interest. Therefore, it is essential to establish an ethical founda-
tion that enables value alignment, providing a framework for communication in
regulatory processes and managing the inherent tensions within multifaceted and
complex systems.

3 Human Dignity as Legal Reference: Evidence
from EU

As mentioned above, the implementation of human-machine alignment engineering
shows that it is feasible to ethically correct AI and prevent its adverse consequences.
This provides an experience that can be drawn on for AI to adhere to the bottom line
and red lines in the development of its applications. Academics have already
developed a general mathematical expression to determine whether a model is
aligned with human values, which is used to compare the difference between the
maximum output of a large model and the human input. Assuming that the preset
values (such as harmlessness, fairness, justice, etc.) are v, if the input x, the output y
of the large model M, and the human-generated result y are less than a certain
parameter in terms of value assessment, then it can be determined that the model M
is sufficiently aligned with human values (Dong et al. 2023).

Nevertheless, no AI system as a large language model can truly understand the
connotations of various values at present (Chang et al. 2024). To prevent possible
disruptive effects, developers generally use engineering methods such as human
annotation, feedback, and review to calibrate the value conflicts and ethical con-
troversies in the generated natural-language-like content, and then continuously
monitor and constantly optimise the generated content and language expression
strategies. It can be seen that ethical standards and technical standards do not
conflict. On the contrary, the two can work together to form a powerful regulatory
combination. The current interdisciplinary approach has resulted in a paradigm
shift in model evaluation and alignment from specific risk indicators, ethical
indicators and value indicators to a solution based on the dimension of ethical value.

To help a hypothesized AI system that matches or outperforms humans in a
broad range of cognitive tasks, AI safety engineers find the core of AI alignment:
Human value. Human value is foundational; human dignity, autonomy, and rights
derive from the relational quality of human dignity (Hernandez 2015). The law

176 Y. Zhao and Z. Ren



requires certainty and predictability. Some may argue that the vagueness and ambi-
guity surrounding the concept of human dignity provide sufficient grounds for its
exclusion as a legal reference. Instead, they advocate for more precise legal notions
that would enhance the implementation of legal standards. However, human dignity
serves two important functions as a guiding principle: it aids in definingwhat itmeans
to be human and allows for discussions regarding the limits of human authority. The
first function is largely ontological; human dignity prompts us to examine how ad-
vancements in science and technology affect our understanding and interpretation of
humanity (Llano 2019), especially as we navigate a complex and relative world.

In substantive law, the application of the concept of human dignity has already
expanded to include other species. For instance, the French Constitutional Council
recognizes that respecting human dignity is integral to the well-being of humanity.
Building on this idea, some scholars suggest that following the adoption of the
Charter for the Environment in the French Constitution in 2005, there are grounds for
a significant evolution toward extending the principle of dignity to future genera-
tions and the environment. Additionally, in international law, the Universal Decla-
ration on Bioethics and Human Rights, adopted by UNESCO in 2005, emphasizes our
responsibility to future generations and the safeguarding of the biosphere and
environment, which can also be seen as aligned with this vision. Moreover, the other
aspect of human dignity involves an internal and external struggle; its absolute
nature does not stem from specific rules imposed on us (Dearing 2017, 142–143).
Instead, it arises from the profound insights it provides about our surroundings and
the responsibilities that comewith our freedom, reflecting a conflictwithin ourselves
as well as with the world around us.

Dignity is intrinsically linked to our ability to make choices and take
responsibility, as it compels us to reflect on our freedom, our abilities, and how we
utilize them. This concept leads Xavier Bioy to assert that individuals, recognizing
their legal obligation to express their human condition, become accountable for it
(Bioy 2006). Numerous respected legal texts indicate that human dignity serves as the
foundation for human rights (Neuwirth 2023). TheGerman Constitution (1945) begins
with the powerful statement in Article 1 that “human dignity is inviolable”, and
Article 2 further emphasizes that “the German people, therefore, acknowledge
inviolableand inalienable human rights as the basis of every community, of peace
and of justice in the world.” Similarly, theHelsinki Accords (1975) explicitly state that
human rights “derive from the inherent dignity of the human person.” From this
perspective, individuals possess rights because of their dignity. Furthermore, in a
stronger interpretation, which is prevalent in constitutional law, the primary role of
these rights is to safeguard human dignity. In this context, all human rights can be
seen as specific expressions of a singular fundamental right: the right to have one’s
dignity, or that of humanity as a whole, respected.
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In the digital domain, we could also see the implanting of human value in
regulating discrimination, which is prominent in European mode finished in the
framework of protection of personal data. In fact, this framework includes
Guidelines for the Protection of Transnational Flows of Personal Information and the
Right to Privacy issued by the Organization for Economic Cooperation and Devel-
opment on September 23, 1980. Although it is not legally binding, it puts forward the
basic principles of domestic and international application of personal data pro-
tection, including the principles of free flow and lawful limitation of personal data
internationally, and lays down the direction and framework for the legal regula-
tion of the protection of personal data and cross-border flow of personal data in
Europe. In terms of the underlying purpose of the legislation, the legislator con-
siders that the application of algorithms for profiling user behaviour or influencing
the interests of individuals through automated decision-making may have legal or
similarly significant implications, and that new types of rights should be conferred
on data subjects in order to enable them to gain influence and control over auto-
mated decision-making.

In 1995, the European Union adopted Directive 95/46/EC on the Protection of
Individuals regarding the Processing of Personal Data and on the Free Movement of
Such Data (referred to in this article as Directive 95/46/EC). European Union later
released in the field of personal data protection are the Privacy and Electronic
Communications Directive in 2002, the 2009 revision of the rules on the use of cookies
therein, known as the EU Cookie Directive, and the General Data Protection Regu-
lation (GDPR) after succession work from 2012 to 2018, which has eventually func-
tioned to implementation. In line with this legislative aim, in Recital 71 of GDPR, the
right of the data subject to obtain an explanation of the automated decision and to
challenge the relevant decision is also provided. From articles 13 to 20, the legislator
also grants new types of data rights to data subjects, such as the right to information,
the right of access, the right to rectification, the right to erasure, the right to
restriction of processing, and the right to data portability, in the hope that the
individual, by obtaining the right to control the data, will be given the room for action
to intervene in the profiling of the user and automated decision-making. Article 22 of
the GDPR directly grants the data subject the right not to be subject to a decision
based solely on automated processing, in order to avoid significant legal or analogous
effects on the data subject, where the automated processing also includes identifi-
cation analysis.

To sum up, in terms of design mechanism, the algorithmic governance mecha-
nism of the GDPR is embedded under the data governance framework. The logic of its
institutional operation is to give data subjects informed consent ex-ante to gain room
for choice, and to construct a variety of new types of subject rights around data and
algorithms ex-ante and ex-post in order to help them gain influence and control.
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Therefore, the advent of the algorithmic society is supposed to gradually explore an
algorithmic governance mechanism that is adaptable, agile, controllable, and pre-
cise, with the cultivation of algorithmic trust as the core, and gradually promote safe,
fair, transparent, and responsible algorithmic technology and operating ecology, and
build the ‘beauty of algorithms’ with value (Günther and Kasirzadeh 2021).

In recent years, in order to promote a credible and responsible algorithm
governance framework, policymakers in various countries have actively changed
and responded in a timely manner, and actively explored governance solutions
that can both protect personal dignity and individual autonomy and scientifically
regulate algorithmic risks. Legislators represented by the European Union hope to
give data subjects the right to choose and control automated decisions through the
data protection framework, and seek ways to ensure the transparency, fairness
and responsibility of automated decisions (Hoofnagle, van der Sloot, and Borgesius
2019), while legislators represented by the United States resort to technical due
process, hoping to establish external constraints through accountability methods
such as algorithm audits and algorithmic impact assessments (Engstrom and Ho
2020). The two governance paths have different effectiveness due to differences in
value trade-offs, functional cognition, and technical ecology, but their intersection
and integration are more worthy of attention. By analysing the institutional
structure, it can be found that whether it is the European Union, which conducts
algorithm governance based on new algorithmic rights, or the United States, which
practices algorithmic accountability based on independent supervision and
external audits, there are always some common laws and governance consensus
worth learning from.

In the EU legislative framework, case law also functions partly as a legislative
machine. Recent Court of Justice of the European Union’s assessment and regulation
of risks of discrimination in the context of algorithmic profiling. In 2017, in the
context of the ligue des droits humains case, the Court of Justice of the European
Union (CJEU) specifically pointed out that the deployment of AI and self-learning risk
models could undermine data subjects’ right to effective judicial protection as
guaranteed by Article 47 of the Charter. Citing the opinion of AG Pitruzzella, the CJEU
remarked that the lack of transparency inherent in AI technology might make it
difficult to grasp why a certain program produced a positive outcome.7 Additionally,
the CJEU emphasized the challenge of addressing algorithmic discrimination,
referencing Recital 28 of the Passenger Name Record (PNR) Directive, which aims to
“maintain a high level of protection, particularly to contest the non-discriminatory
nature of the outcomes generated”.8

7 See https://eucrim.eu/news/ag-pnr-directive-is-in-line-with-eu-charter/.
8 See https://eur-lex.europa.eu/eli/dir/2016/681/oj/eng.
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The term “PNR data” refers to unverified information that airlines collect for
each journey booked by a passenger or on their behalf, which is essential for
managing and processing reservations. This datamay include, among other details,
the passenger’s identity, travel itinerary, payment information, baggage details,
andmeal preferences (Nardone 2019). Initially gathered by airlines for commercial
and operational reasons related to transportation services, PNR data has demon-
strated significant potential in identifying whether certain travelers – planning to
move between different regions – are linked to terrorist or criminal activities,
provided it is processed, integrated, and analyzed correctly. Consequently, the
sharing of PNR data has been recognized as an effective tool in addressing the
increasing issue of Foreign Terrorist Fighters (FTFs), as supported by the President
of the United Nations Security Council, who has urged UN Member States to share
PNR data with appropriate national authorities when suitable.

This raises the question: who should AI serve? More unbiasedly, what are the
values it upholds in performing its service functions? What principles should be
followed to make choices between privacy rights and national security? Back to
the legislative perspective, taking the EU Artificial Intelligence Act as a sample, it
is proposed that the EU construct a restricted and weakened version of the
algorithmic interpretation right at the legislative level, and create a combined and
reinforced version of the interpretation right framework at the legal imple-
mentation level through the data subject rights and data protection impact
assessment system. It could be seen that EU legislation still has shortcomings such
as insufficient article structure, unclear sentences, and limited scope of applica-
tion (Veale and Borgesius 2021). Compared with the algorithmic interpretation
right, the right to be free from automated decision-making is older. This right runs
through the development of European personal information protection law and
has been inherited and retained to this day. The right to be free from automated
decision-making takes the protection of human subjectivity as its primary pur-
pose, building an algorithmic risk elimination mechanism for the post-event
stage, and becomes an important defence for individuals against algorithmic
manipulation. The country’s algorithm governance practice has already imple-
mented similar institutional designs in many ways. EU legislators intentionally
choose the middle route between strict prohibitions and positive rights paths, set
a legitimate basis for the implementation of automated decision-making across
public and private scenarios, and build a multi-level three-dimensional linkage
protection mechanism (Malgieri 2019). However, the design of this system has
shortcomings such as too many restrictions, unclear guidance, unscientific rules
and worrying effectiveness.
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4 Human Dignity as Legal Reference: Evidence
from the United States

With the rapid advancement of digitalization globally, algorithms have become
integral to decision-making processes across both public and private domains,
shaping outcomes across various industries. While algorithms undoubtedly
enhance efficiency, they also raise significant concerns about algorithmic bias,
which stems from the inherent characteristics of these systems. While the U.S.
Constitution does not explicitly proclaim the inviolability of human dignity as the
German Basic Law does, the U.S. Supreme Court has nonetheless invoked the
concept of dignity in its jurisprudence, particularly in cases concerning funda-
mental rights. Although human dignity is not an enumerated constitutional prin-
ciple, the Court has recognized its relevance in shaping interpretations of both
enumerated and unenumerated rights, particularly in contexts such as due process
and equal protection (Goodman 2005). While cultural and legal traditions influence
how dignity is understood (Botha 2009), for instance, its strong association with
individual liberty and right in the American legal framework (Rao 2012), its role as a
fundamental moral and legal value remains widely acknowledged.

This section examines three representative U.S. cases – Meta’s targeted
advertising controversy, the State v. Loomis judicial decision, and Mary Louis v.
SafeRent Solutions in the housing sector – to explore how algorithmic bias
undermines human dignity and to propose pathways for embedding dignity as a
core value in future regulatory frameworks. Algorithmic decision-making inher-
ently operates as a “bias in, bias out” mechanism (Mayson 2019), meaning that
without intervention, these systems tend to reinforce existing societal inequalities.
The cases analysed – spanning online advertising, criminal sentencing, and
housing access – illustrate how algorithmic bias systematically undermines human
dignity by restricting equal opportunities, reinforcing discrimination, and dimin-
ishing individual autonomy. Moreover, they highlight the varying legal and ethical
responses across different societal domains, revealing both the limitations of
current regulatory frameworks and the urgent need for reform. Ensuring that
algorithmic systems align with human dignity requires a proactive approach that
integrates fairness, accountability, and transparency into both policy and technical
design.

A paradigmatic example of algorithmic bias in digital platforms is the contro-
versy surrounding Meta’s (formerly Facebook) targeted advertising system. In 2022,
the U.S. Department of Justice alleged that Meta’s housing ad algorithm engaged in
discriminatory practices, violating the Fair Housing Act. Although the case was
settled out of court with Meta agreeing to implement fairness measures, it exposed
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the pervasive nature of algorithmic bias in digital platforms. Meta’s advertising
algorithm, designed to optimize user engagement and revenue, relies on extensive
data-driven targeting mechanisms. However, research has demonstrated that these
algorithms may inadvertently reinforce societal biases, resulting in differential ad
exposure based on race, gender, and age (Burgess et al. 2024). Studies have shown, for
example, that job advertisements for high-income tech positions are dispropor-
tionately shown to men, while housing ads may be selectively delivered based on
racial and socioeconomic factors. Such biases stem from two primary sources: (1)
historical data imbalances, wherein pre-existing societal inequalities are encoded
into algorithmic decision-making, and (2) optimization objectives that prioritize
commercial benefits over principles of fairness and inclusion.

In the context of Meta’s ad delivery system, algorithmic bias manifests in mul-
tiple ways. First, the system’s reliance on historical user data embeds structural
disparities into its predictive modelling. If certain demographic groups were his-
torically underrepresented in high-income housing markets, the algorithm may
internalize and perpetuate these disparities by limiting ad exposure for these groups.
Second, the optimization function of the algorithm prioritizes engagement metrics,
such as click-through rates, which may inadvertently favour homogenous user
groups over diverse audiences. Finally, the opaque nature of these algorithms
compounded the problem by making it difficult to identify or rectify discriminatory
outcomes. Without timely corrective mechanisms, biases embedded in historical
data were systematically reinforced through iterative learning processes.

The implications of algorithmic bias in digital advertising for human dignity
are profound. By systematically excluding or stereotyping certain groups, Meta’s
algorithms not only restricted equal access to critical resources such as employment,
education, and housing but also eroded individuals’ right to participate fully in the
digital economy. Such biases reinforce social and economic stratification, depriving
marginalized communities of opportunities and further entrenching systemic
inequalities. Beyond economic exclusion, these algorithmic distortions marginalize
cultural identitieswithin the digital sphere, diminishing the ability of affected groups
to assert their presence and agency online. In the absence of transparency and
regulatory safeguards, the unchecked proliferation of such biases threatens to
normalize structural discrimination, eroding trust in digital platforms and under-
mining the foundational principle of human dignity in the algorithmic age.

The impact of algorithmic bias is particularly pronounced in the criminal
justice system, where algorithmic risk assessment tools could influence sentencing
and parole decisions. The Correctional Offender Management Profiling for Alter-
native Sanctions (COMPAS), widely used in the United States, exemplifies the
challenges associated with algorithmic decision-making in the criminal justice
domain. Designed to predict recidivism, COMPAS applies machine learning

182 Y. Zhao and Z. Ren



techniques to assess defendants based on various socio-demographic and
behavioural factors (Brennan, Dieterich, and Ehret 2009). However, empirical
studies –most notably by ProPublica – have exposed significant racial disparities in
its risk classifications, prompting legal scrutiny and ethical debates.

The landmark case of State v. Loomis (2016) tested the judiciary’s willingness to
accommodate algorithmic risk assessments while balancing due process rights and
concerns over systemic bias. In this case, Eric Loomis challenged his sentencing,
arguing that the proprietary nature of the COMPAS algorithm denied him the ability
to understand or contest the basis of his risk classification. ProPublica’s investigation
revealed that COMPAS disproportionately classified Black defendants as high risk
(Larson et al. 2016) while frequently misclassifying White defendants as low risk,
raising fundamental concerns about fairness and equal protection under the law
(Simmons 2018).

The legal issues in Loomis centred on the principles of transparency, account-
ability, and procedural fairness. The opacity of the COMPAS algorithm, which was
developed by a private entity and relied on undisclosed factors, meant that defendants
could not meaningfully challenge its conclusions. This lack of transparency directly
implicated due process rights, as individuals subject to algorithmic assessments were
effectively denied the opportunity to scrutinize the basis of their risk scores.Moreover,
the reliance on historical data meant that any pre-existing racial disparities in the
criminal justice system were perpetuated and reinforced by the algorithm.

The Wisconsin Supreme Court ultimately upheld Loomis’ sentence, ruling that
while COMPAS could be used as an advisory tool, it should not serve as the sole
determinant in sentencing decisions. The court acknowledged concerns regarding
algorithmic opacity but concluded that the use of risk assessments did not, in itself,
violate due process, provided that judges exercised independent reasoning. How-
ever, the decision left unresolved critical questions about the accountability of
algorithmic systems in judicial decision-making and the extent to which they align
with constitutional protections.

Beyond legal considerations, the Loomis case underscores the broader ethical
dilemma of algorithmic bias in the justice system. Themisclassification of defendants
based on algorithmic risk scores not only affects individual sentencing outcomes but
also undermines public trust in judicial fairness. If algorithmic tools systematically
disadvantage certain demographic groups, they risk entrenching historical injustices
and eroding the legitimacy of legal institutions. These concerns highlight the urgent
need for regulatory oversight, algorithmic transparency, and safeguards to ensure
that AI-driven legal tools uphold fundamental principles of justice and human
dignity.

The most recent 2024 case of Mary Louis v. SafeRent Solutions exemplifies the
profound implications of algorithmic bias in the housing sector, disproportionately
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disadvantaging marginalized communities and undermining fundamental princi-
ples of human dignity. Mary Louis, a Black woman with a 16-year flawless rental
history, was denied an apartment due to an algorithmic assessment conducted
by SafeRent Solutions. The algorithm, which heavily weighted credit scores while
disregarding housing vouchers, systematically disadvantaged minority applicants,
effectively excluding them from equal access to housing opportunities. This case is
emblematic of how algorithmic decision-making, when detached from human over-
sight and contextual nuance, can entrench discriminatory outcomes. By reducing
individuals to decontextualized numerical profiles, such automated systems strip away
the recognition of personal circumstances, eliminating the possibility of individualized
consideration that human dignity demands. As Louis aptly remarked, “Everything is
based on numbers. You don’t get the individual empathy from them” (Sherman 2024).
This absence of human judgment in critical life decisions raises fundamental ethical
concerns, as it diminishes individuals to mere data points, disregarding their inherent
worth and unique lived experiences.

From a legal standpoint, the case raises pressing issues under the Fair Housing
Act (FHA), which prohibits discrimination based on race, national origin, and other
protected characteristics. SafeRent’s failure to incorporate alternative financial in-
dicators – such as rental history or non-traditional credit metrics – effectively
excluded a disproportionate number of minority applicants, challenging the legal
principles of fairness and non-discrimination. Moreover, the opacity of the algo-
rithm, coupled with its failure to account for socio-economic realities, exemplifies a
broader pattern in which automated decision-making systems operate as black
boxes, obscuring the mechanisms through which exclusionary practices occur. This
lack of transparency is particularly troubling, as it obstructs individuals’ ability to
challenge discriminatory outcomes, thereby weakening procedural fairness and due
process protections.

Beyond legal considerations, the SafeRent case underscores the societal and
dignitary consequences of algorithmic bias in housing. Housing accessibility is not
merely an economic issue; it is foundational to human dignity, as it determines one’s
ability to secure stability, privacy, and social belonging. When automated systems
systematically deny minority groups access to rental markets, they exacerbate
patterns of segregation and economic disparity, effectively relegating vulnerable
populations to a state of algorithmic exclusion. The failure to recognize the human
dimension in algorithmic decision-making thus constitutes a direct affront to human
dignity, as it deprives individuals of the agency to contest decisions that profoundly
affect their lives.

The broader implications of this case demand greater algorithmic accountability
and enhanced regulatory scrutiny to prevent the perpetuation of digital discrimi-
nation. Fairness-aware machine learning models must be integrated into housing
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algorithms to ensure that decision-making processes uphold principles of equality
and non-discrimination. Additionally, mechanisms for meaningful human oversight
must be embedded into algorithmic governance frameworks, ensuring that tech-
nology serves, not undermines, human dignity. The SafeRent case is a stark reminder
that algorithmic fairness is not merely a technical challenge but a moral and legal
imperative, necessitating a recalibration of AI governance to centre human dignity
as a guiding principle in automated decision-making.

The case studies analysed in this section –Meta’s targeted advertising, COMPAS in
judicial sentencing, and SafeRent’s housing discrimination – underscore the far-
reaching consequences of algorithmic bias and its profound implications for human
dignity. While algorithmic systems promise greater efficiency, their reliance on his-
torical data, opaque decision-making processes, and the absence of meaningful human
oversight risk perpetuating systemic inequalities. These biases not only undermine
equal access to opportunities but also erode individual autonomy and procedural
fairness, core components of human dignity.

Addressing these challenges requires a multi-pronged approach that prioritizes
regulatory reforms, algorithmic transparency, and the proactive integration of human
dignity as a foundational design principle. Regulatory frameworks must mandate
explainability and accountability to prevent automated systems from rendering high-
stakes decisions without recourse for affected individuals (Cheng and Liu 2023).
Additionally, technical interventions, such as fairness-awaremachine learningmodels
and human-in-the-loop oversight mechanisms, must ensure that AI systems recognize
the intrinsic worth and rights of individuals, rather than reducing them to decon-
textualized data points. As algorithmic systems become increasingly pervasive,
embedding human dignity into algorithmic governance is no longer optional but
imperative. Algorithms must be designed to serve human values rather than subvert
them, reinforcing the principles of fairness, justice, and equal treatment. The align-
ment of AI systems with human dignity is not merely a technical aspiration but a legal
and ethical necessity, essential for fostering public trust and ensuring that algorithmic
governance operates within the bounds of fundamental rights and social equity.

5 AI Governance Based on Human Dignity

5.1 Enhancing Technological Transparency and Accountability
Mechanisms

Ensuring technological transparency and accountability in AI governance is
fundamental to safeguarding human dignity. Algorithmic decision-making often
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relies on vast datasets, yet the opacity of data and the black-box nature of algorithms
can entrench biases and exacerbate social inequalities. Thus, algorithmic gover-
nance requires not only technical improvements but also robust institutional
safeguards to ensure that AI systems respect individual rights, promote fairness, and
prevent discriminatory or unjust outcomes.

One of the most critical measures is strengthening ex-ante controls by democ-
ratizing data collection and establishing an effective opt-out mechanism. Since data
serves as the foundation of algorithmic decision-making, its collection inherently
involves value-laden choices. To mitigate the risks of biased or unfair datasets, AI
service providers must adhere to transparent and participatory data governance
frameworks before training and deploying algorithms. In particular, service pro-
viders should be required to obtain explicit, informed consent from data subjects
when collecting personal data, ensuring that individuals understand how their data
will be used. Beyond obtaining consent, it is essential to implement robust opt-out
mechanisms that empower individuals to control their data. First, data subjects
should have the right to selectively provide information without facing service
restrictions or discrimination for withholding personal data. Second, individuals
must retain the right to request data deletion or restrict the use of their information
beyond the original intended purpose, reinforcing personal autonomy over data and
preventing its misuse (MacCarthy 2018).

In addition to ex-ante controls, regular independent algorithmic audits should be
institutionalized to enhance transparency, fairness, and accountability. Since AImodels
continuously learn and adapt, new biases may emerge over time, making one-time
compliance checks insufficient to address long-termrisks. To counteract this, regulatory
frameworks should require periodic audits conducted by independent third-party
entities, focusing on assessing bias mitigation, transparency, and the broader ethical
impact of AI systems. This is particularly crucial for high-risk applications, such as
criminal justice, employment, and housing, where algorithmic decisions have profound
social consequences. Regulators couldmandate periodic fairness reports and bias stress
tests to evaluate how AI models perform in different contexts and prevent the inad-
vertent reinforcement of structural inequalities. Furthermore, it is imperative to
establish clear accountability mechanisms that provide individuals with legal recourse
if they are negatively impacted by algorithmic bias or discrimination, ensuring that
those affected can seek redress and challenge unjust outcomes.

Beyond auditing and accountability, adopting open-source governance models
can significantly enhance the transparency and security of AI systems by fostering
global collaboration. Open-source governance plays a pivotal role in reducing AI
opacity, increasing scrutiny, and enhancing fairness. This approach rests on three
key pillars. First, leveraging the open-source community to improve AI safety and
fairness. Open-source AI models such as Llama2, Falcon, and Vicuna have
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demonstrated how greater transparency enables developers, researchers, and civil
society to collaboratively validatemodels, identify biases, and implement safeguards
to ensure that AI development aligns with the public interest. Second, promoting
decentralization to counter AImonopolization. Open-source governance can prevent
a small number of powerful technology firms from exerting unchecked control over
AI development and deployment. This aligns with European AI governance strate-
gies, which emphasize the need for reliable, predictable, explainable, and secure AI
models subject to democratic oversight rather than unilateral corporate decision-
making. Third, fostering international cooperation to establish global AI governance
standards. China’s AI open-source governance framework remains in its early stages,
with open-source communities, infrastructure, and policy frameworks still devel-
oping. To strengthen AI governance on a global scale, China could collaborate with
international partners to co-develop open-source governance standards and
advance AI alignment frameworks based on measurable, testable, and accountable
public goods. Such efforts would ensure that AI governance remains inclusive,
transparent, and attuned to ethical considerations.

Lastly, AI governance must incorporate broader public participation and
deliberation mechanisms to uphold human dignity. AI regulation should not be
dictated solely by technical experts and policymakers; rather, it should involve a
diverse range of stakeholders, including developers, academics, civil society orga-
nizations, and affected communities. Establishing public forums, open policy
consultationmechanisms, and AI ethics committees can create democratic spaces for
inclusive debate and collective decision-making. These structures enable the public
to exercise their right to know, scrutinize AI decision-making, and demand mean-
ingful explanations for algorithmic outcomes, ensuring that AI systems align with
fundamental ethical and human rights principles.

In short, transparency and accountability mechanisms form the foundation of
responsible AI governance. Their implementation is not merely a matter of technical
optimization but an essential legal, ethical, and societal imperative. By democratizing
data governance, institutionalizing independent algorithm audits, promoting open-
source governance, and fostering public engagement, AI systems can be made more
interpretable, equitable, and alignedwith human dignity. Thesemeasures are essential
in preventing algorithmic bias from perpetuating systemic injustices and ensuring that
algorithmic decision-making serves rather than undermines societal well-being.

5.2 Human-oriented AI Design and Application

In the process of AI system design and application, we should adhere to the human-
oriented approach to ensure that the development of technology is in line with the
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principle of human dignity, taking into account efficiency, fairness and justice, so as
to build a sustainable and responsible AI governance system.

Firstly, human dignity values should be embedded in the early stage of AI system
design to ensure that algorithms not only pursue optimization and efficiency, but
also fully consider individual differences and human needs. This means that the
development of algorithms should not only focus on data-driven decision-making
capabilities, but should also introduce an ethical review mechanism to avoid unfair
impacts of the technology on specific groups. For example, in the selection and
processing of training data, the solidification of historical bias should be prevented,
while the value considerations of diversity and inclusiveness should be introduced to
guarantee the fairness and reasonableness of the system output.

Secondly, human-machine collaborative decision-making mechanisms should be
strengthened to ensure that AI operates efficiently while retaining the right to human
intervention to ensure that key decisions are always supervised by humans. Fully
automated decision-making may lead to problems of unclear responsibility and diffi-
culty in pursuing accountability, sominimumstandards for human intervention should
be set in areas involving significant social impacts, such as healthcare, justice, and
public services. For example, in high-risk decision-making, a “human review” model
canbe adopted,wherebymachines provide advice, but thefinal decision-making power
remainswithhumans, inorder to reduce the risk of algorithmicbias andmisjudgement.

In addition, technology should be utilized to promote the construction of “global
public goods”, i.e., to develop AI governance tools and platforms with universal
value, transparency and fairness, so as to serve the common interests of global users.
The release of AI governance test frameworks, software toolkits, and other means
can help countries test and evaluate AI systems to ensure that they comply with
ethical standards, human values and digital human rights indicators. These tools can
not only improve the interpretability and transparency of large models, but also
establish standard procedures for red team testing, strengthen the value interven-
tion and automated screening of training data, to promote the development of AI in
line with the value of human dignity.

Finally, a multi-dimensional evaluation system should be constructed to ensure
the legality, ethics and technical feasibility of AI systems. From the legal level, clear
compliance standards should be established to ensure that the design and applica-
tion of algorithms complywith relevant regulations, such as data protection laws and
anti-discrimination laws. From the ethical level, an ethical reviewmechanism should
be adopted to ensure that AI systems do not jeopardize individual rights or exac-
erbate social injustice. From the technological level, the research and development of
technologies for interpretability and transparency should be promoted to ensure
that the decision-making process of AI is traceable and understandable, and that it
can be intervened and corrected when necessary.
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5.3 International Cooperation and Intergovernmental
Dialogue

The global governance of AI requires countries to strengthen the formulation and
implementation of transnational regulatory standards to ensure that human dignity
is effectively maintained on a global scale. In the current context of intensified
international competition, although there is a game of interests among countries in
the formulation of AI rules, international cooperation is still an indispensable
key path.

Countries should utilize the intergovernmental dialogue mechanism to promote
cooperation among big countries in the field of AI governance and develop a unified
cross-cultural and cross-jurisdictional regulatory framework. For example, in terms
of data privacy protection, algorithmic transparency, and AI ethics, countries can
promote the achievement of global standards through the United Nations, the G20,
the OECD, and other international organizations, to ensure that AI research, devel-
opment, and application will not cause systematic damage to individual rights and
social equity. In addition, informal discussions around the banning of autonomous
weapons can be initiated among countries mastering cutting-edge AI technology to
promote deliberation and exchange on the legal, design, engineering and strategic
issues of autonomous weapons, to avoid the risk of AI getting out of control in the
military sphere.

Besides, countries should be encouraged to share experiences and data in the
field of AI governance and form a global governance alliance to jointly address
algorithmic bias and its challenges to social justice and human dignity. For instance,
a transnational AI ethics review committee should be established to promote the
exchange of experiences among countries in AI compliance review, risk assessment
and safety and security to ensure that the development of AI technology is in line
with universally accepted ethical and legal frameworks.

Furthermore, in terms of realistic paths, China should play a leading role in
digital human rights issues and push developing countries to reach a minimum
consensus. For example, in terms of the safety and stability of AI technology, value
alignment, etc., China can establish a regional AI digital human rights governance
network with the EU and APEC to promote the synergistic development of technical
standards. At the same time, China can also advocate the “right to access advanced
AI” and the “right to share AI dividends” and promote transparency and openness
of developed countries’ AI platforms, technologies and information, to reduce the
AI technological divide and promote fair development on a global scale. This will
reduce the AI technological divide and promote equitable development on a
global scale.
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5.4 Public Participation, Education, and Training

AI governance is not only about government regulation and technological innova-
tion, but also requires extensive public participation and cognitive enhancement.
Therefore, the public’s right to information and supervision should be strengthened
to ensure that all sectors of society can effectively participate in the AI decision-
making process, to enhance the overall awareness of the risk of algorithmic bias and
its impact on human dignity.

A transparent AI decision-making disclosure mechanism should be established
to enable the public to understand the operation, decision-making logic and potential
risks of AI systems. For example, platforms can regularly publish AI transparency
reports that disclose the results of fairness tests of algorithms, possible bias prob-
lems, and improvement measures. Besides, public feedback channels can be estab-
lished to enable users to comment on the operation of AI systems and apply for
review or correction of erroneous decisions when necessary.

Moreover, interdisciplinary talent training should be promoted in the fields of
law, ethics, and computer science to improve practitioners’ and users’ awareness of
and ability to respond to the risk of algorithmic bias. For technology practitioners,
ethical training should be strengthened in the process of AI development and
application so that they can incorporate fairness and transparency considerations in
the algorithm design phase. For ordinary users, basic knowledge of AI should be
popularized through educational institutions, online courses and public forums to
enable the public to better understand and monitor AI systems.

In addition, value alignment mechanisms in human-computer collaboration
should be promoted to ensure that AI systems truly reflect human values and
needs. Best practices include building computational frameworks for bidirec-
tional value alignment, facilitating real-time human-computer communication,
and enhancing AI’s ability to understand human intentions. For example, algo-
rithm optimization methods based on the RICE principle can be used to ensure
that AI can dynamically adjust to different ethical and cultural contexts during the
decision-making process. At the same time, in the process of human-machine
collaboration, it must be ensured that the final decision-making power remains in
human hands to prevent the autonomy of AI from leading to uncontrollable
ethical risks.

In conclusion, AI governance requires a multidimensional approach that
integrates systemic, technological, and societal efforts to ensure the controllability,
transparency, and fairness of AI systems. By embedding human dignity into AI
design, fostering international cooperation and intergovernmental dialogue, and
enhancing public participation through education and training, we can facilitate
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meaningful value alignment in AI development. This holistic approach not only
mitigates the risks of algorithmic bias but also safeguards social equity and indi-
vidual rights, ensuring that AI serves as a force for inclusive and ethical progress.

6 Conclusions

In the era of global competition in the digital economy, compared with technology
and capital, the construction of governance rules has become a new power discourse
in the digital age, playing a substantial role in core strategic functions. In the context
of AI governance, algorithm governance is an issue involving complex interactions
among multiple subjects such as individuals, enterprises, and public institutions.
Under this realistic challenge, it should be realized that the effective implementation
of the right to interpret algorithms requires an appropriate supporting system as a
basis, and human dignity, as the core of legal regulation, can provide legislators with
an internal and external perspective beyond the idea of rights construction, and
achieve a synergistic mechanism of organic combination of law and technology
through value alignment to maximize the effectiveness of the system. EU law, rep-
resented by GDPR and case law, has not only worked hard in the field of personal
privacy protection, but also rapidly iterated in the regulation of automated decision-
making, revealing the demand orientation behind AI that is aligned with the value of
human dignity. In other countries, a series of laws related to data security and
personal information protection have been gradually introduced in recent years,
demonstrating the determination andwisdom of legislators inmajor countries in the
world in the field of digital technology governance.

It can be foreseen that the data and algorithm governance systems of more and
more countries will be improved day by day. The information technology society is
often described as the “post-factual era” of legislation, and each technology is
increasingly showing a butterfly effect that affects the entire body. Overcoming the
passive pursuit and delayed response to technology in legislation and properly
balancing the interests of multiple subjects depends on the improvement of legis-
lative technical capabilities, as well as the active and collaborative participation of
industry organizations, enterprises and individuals. Among all governance tools,
grasping human dignity as the principle of the value of AI, responding to algorithmic
risks and being free from the constraints of automated decision-making, and
improving the internal structure of rights and the institutional environment for
external implementation are of great and far-reaching significance for moderately
regulating and preventing the technical risks of algorithmic discrimination and
countering the digital survival dilemma of algorithmic manipulation.
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