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Abstract: Many German crafts companies are faced with

the situation of increasing orders and a decreasing work-

force. In this paper, we report on the use of an AR HMD-

based remote support system in a craft company that aimed

to reduce travel times and speed up problem-solving. We

present findings from a long-term field study examining

how the system influenced work organization in a small

craft company. Over the course of 10 weeks, we observed

how employees in a small craft business integrated the

system into their daily work practices. Using qualitative

interviews, video recordings, and system logs, we observed

the evolution of communication and coordination prac-

tices. Instead of primarily supporting spontaneous problem

solving, as initially expected, the system was adopted for

structured status reporting and video documentation. This

shift reduced the need for traditional end-of-day debriefings

and changed both the timing and frequency of coordina-

tion. While the system complemented rather than replaced

existing communication channels, its sustained use subtly

reshaped collaboration and introduced new forms of work-

load due to increased expectations for real-time availabil-

ity. Our findings provide insights into the appropriation of

remote support systems in small, real-world organizations

and highlight design considerations for remote collabora-

tion tools.

Keywords: head-mounted-displays; remote support; field

deployment; workers

*Corresponding author: Michael Prilla, Interactive Systems, University

of Duisburg-Essen, Duisburg, Germany, E-mail: michael.prilla@uni-due.de

Jan Christoph Gutzmann and Gian Luca Dossena, Interactive Systems,

University of Duisburg-Essen, Duisburg, Germany

1 Introduction

Many companies in the German craft sector share the same

problem: while there are numerous client orders, the num-

ber of apprentices and the availability of skilled workers

are declining.1 In this context, companies face the need

to manage several construction sites in parallel with the

limited availability of expert time. In practice, this often

leads to long waiting times for clients and stressful coor-

dination of daily schedules of the remaining workers. A

particular problem in this context is the time- and travel-

intensive coordination between construction sites. One way

to mitigate this problem is to reduce travel times between

construction sites, as they do not provide added value and

detract from the time available to provide services to other

clients. For this, there is huge potential in remote support

for workers. Currently, specialized or senior workers often

visit construction sites to solve problems or ensure quality.

Providing these workers with a means to remotely support

on-site workers would reduce travel, speed up the fulfill-

ment of client orders, and free expert time.

This case reflects a broader trend in human-computer

interaction research: the increasing importance of virtual

collaboration.2 It refers to individuals or teams working

remotely through digital platforms such as video conferenc-

ing that enable real-time communication between locations,

improving efficiency and flexibility in work processes.3 In

practice, remote support is a particularly relevant form

of virtualization, where an on-site user receives assistance

from a remote consultant who provides expert advice and

guidance. This approach reduces travel requirements and

increases temporal flexibility in everyday work.

The potential of HMDs as a remote support platform

has been increasingly recognized e.g. Ref. 4–6. In this type

of remote support, on-site users are typically equipped

with a head-mounted display. Advantages include being

free to move around, supporting information intake while

performing tasks, and allowing consultants to provide

visual guidance. These benefits are often considered
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Figure 1: Our AR HMD-based remote system application in field use. Left: A consultant discusses the maintenance of a heating system remotely. The

red circles are the visual cues placed by the remote worker. Right: An on-site employee discusses problems and answers questions regarding which

steps have already been taken.

superior to traditional solutions such as handheld mobile

devices e.g. Ref. 7–9.

However, while ARHMD-based remote support systems

show great promise, there is still limited understanding

of their long-term impacts and the challenges they pose

when deployed outside controlled laboratory settings.10

Although there are some long-term field studies e.g. Ref.

4,11, detailed insights into how such systems affect the orga-

nization of work and integrate into existing communica-

tion processes in small companies are still lacking. This

leads to our research question: How does an AR HMD-

based remote support system influence the organization of

work under real field conditions over a longer period of

time?

We addressed this question in an empirical study of

a smartphone-based head-mounted camera (HolokitX with

iPhone) used in the craft sector (see Figure 1). This context

provides a unique lens due to its reliance on manual tasks

and dynamic work environments, which have been shown

to benefit from AR HMD-based technologies in support-

ing real-time guidance, spatial coordination, and hands-on

problem solving. The study provides valuable insights into

the adoption and organizational integration of remote AR

HMD-based support in real-world workflows.

The contribution of our work lies in empirical find-

ings on the effectiveness of AR for remote support in real-

world scenarios over an extended period. Our results show

that workers gradually appropriated the system, often for

purposes other than those originally planned. Technology

influenced established communication practices, comple-

menting rather than replacing existing tools, and affected

face-to-face interactions.

2 Related work

2.1 Remote task support with augmented
reality

A substantial body of research has examined remote AR-

based support in applications such as assembly,5,9,12 mainte-

nance,6,13 inspections,4,14,15 object placement,16 co-design in

manufacturing,17 and healthcare.18,19 In these scenarios, less

experienced on-site users typically stream live video from

anAR device to a remote consultant, who provides real-time

guidance without being physically present.4,20

Specialized tasks such as inspections, maintenance, or

assembly often require consultants to travel to work sites,

which is time-consuming and costly.4,21,22 Remote AR-based

support can mitigate these costs by reducing the need

for physical presence.4,21,23 Commercial applications such

as Linde Go and Microsoft Dynamics 365 Remote Assist

already offer AR-based support through headsets, including

hardhat-integrated versions.4,24,25

Vocal instructions alone are often insufficient for spa-

tial information in assembly tasks.26,27 To address this, video

streaming and virtual cues are frequently used to maintain

situational awareness and establish shared understand-

ing.23,28–31 Pointing cues, the placement of a single colored

point in the user’s field of view, have proven to be effective

in directing attention and indicating objects of interest.5,32,33

To minimize cognitive load, previous work recom-

mends relying on a single reference method rather than

multiple overlapping cues, as redundant options can

increase mental effort and cause sensory overload.29,33–35
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Importantly, social presence depends less on the number of

cues than on their clarity and integration.30

Although AR support has been evaluated using differ-

ent devices such as mobile AR36,37 or in situ projections,38,39

AR HMDs offer several advantages over other AR devices

when it comes to remote support: They allow users to use

both hands to perform a task while receiving instructions

through the AR application,22 improving the speed of task

completion. This has also been reported as a key advantage

by users of such systems.4 The ability to work in hands-

freemode is particularly beneficial in physical and dynamic

tasks, where relying on handheld devices would require

frequent interruptions to establish thembetween steps, ulti-

mately increasing the task duration.40 In addition, HMDs

enable users to move more freely on their job site, which

is a necessity when it comes to complex and dynamic job

sites, such as construction sites.4

In summary, HMD-based remote support systems have

proven to be beneficial, particularlywhen they integrate not

only video streaming, but also the ability to utilize visual

cues for referencing objects.

2.2 Augmented reality remote support in
practice

Research on AR-based remote support in real-world field

settings is relatively new, asmost previouswork has focused

on laboratory studies. El Kassis et al.4 explored factors that

influenced the communication between AR users on site

and remote consultants on a construction site. Over sev-

eral months, on-site users utilized a Trimble XR10 with a

HoloLens 2 to conduct video calls with off-site users when-

ever AR was deemed beneficial in those cases. Among other

findings, users perceived hands-free operation and the abil-

ity to work remotely without traveling to the construction

site as beneficial, saving both time and costs. In addition,

they noted that the clear camera feed facilitated the detec-

tion and correction of errors. However, users also reported

challenges, such asworking in bright or noisy environments

or areas with poor Internet connectivity. Lodetti et al.11 con-

ducted a study on remote support for electricians working

in power distribution utilities. During a four-month period,

they observed general positive user feedback regarding the

suitability of AR for their tasks, aswell as its usability, ability

to enhance communication, and general acceptance of the

technology. Furthermore, the authors suggest that AR-based

remote support could increase monitoring and inspection

activities at construction sites while simultaneously mini-

mizing the need to travel. Similarly, Pejoska et al.41 found

that workers on a construction site perceived remote AR

support as a viable alternative to phone calls. Another study

examined the acceptance of AR HMDs in the craft sector

through a qualitative field study involving three craft com-

panies of different sectors.22 Their findings suggest that AR

can improve time efficiency, task learnability, and hands-

free operations, but adoption in practice is hindered by

issues such as device fragility, bulkiness, cost, and variable

working conditions.

However, little is known about how such systems are

actually integrated into daily workflows, a perspective that

is crucial for generating meaningful design recommenda-

tions in the context of HCI.42 This lack of understanding

limits our ability to derive actionable design recommen-

dations, an issue that has long been emphasized in HCI

research. As Schmidt and Bannon42 argue, the success of

cooperative systems depends not only on their technical

functionality, but crucially on how well these systems sup-

port the ’articulation work’ required to coordinate com-

plex distributed tasks. In this light, studying AR HMD-based

remote system integration over time is essential for uncov-

ering the subtle ways in which technologies reshape com-

munication, coordination, and routines in practice, and for

designing systems that meaningfully support rather than

disrupt established work practices.

2.3 Research gap

Previous research has mostly examined AR HMD-based

remote support systems through short-term studies in lab-

oratory or controlled field environments; detailed insights

into the effects of their long-term application in real-world

settings remain limited. Understanding how communica-

tion structures andwork organization evolve over extended

periods is essential for designing systems that go beyond

optimizing direct usability features and also address cru-

cial organizational factors. These aspects are particularly

important for the successful adoption of such technologies,

but also depend on their alignment with existing workflows

and collaboration practices.

Therefore, we ask the following research question:

How does an AR HMD-based remote support system influ-

ence the organization of work under real field conditions

over a longer period of time? For this, we conducted a

field study with workers in the craft sector. In the follow-

ing section, we describe why the craft sector and the case

company were seeking a new remote support solution, the

designed solution, and what benefits they expected from its

use.
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3 Background

3.1 Context: challenges in the German craft
sector

Many craft companies in Germany are currently under sig-

nificant operational pressure: while order books are full,

both the number of apprentices and the availability of

skilled workers continue to decline.1 As a result, project

implementation is often delayed and smaller assignments

are sometimes no longer accepted, leading to dissatisfaction

among clients. The Minerva Research Project, funded by

the German Federal Ministry of Research, Technology and

Space, addresses this challenge. Its aim is to enable specific

tasks to be performed independently of location and with

greater temporal flexibility, reducing the need for multiple

craftsmen to be physically present on-site. The project inves-

tigates towhat extent craft companies inGermany can bene-

fit from digital transformation measures and what require-

ments must be met to achieve this benefit. Craft enterprises

are typically small organizationswith fewer than 10 employ-

ees, which makes the implementation of such strategies

particularly demanding, as resources for these initiatives

are often very limited.

3.2 Company and intervention

Our case study examines a 10-week period from October 15,

2024, to January 17, 2025, at a medium-sized craft company

in the plumbing, heating, and air conditioning (PHC) sector

in a German metropolitan region, which we will refer to as

”the company” in this paper. It is family-run and, aside from

the familymembers, employs 10 workers. They specialize in

building high-quality bathrooms for their clients, but also

provide services such as maintenance, repairs, and instal-

lation of heating systems. During the day, workers are usu-

ally present at construction sites or visit clients who have

ordered services. This is a typical situation for many com-

panies in the PHC sector and other crafts domains, as their

main work is done on the client’s site. As a consequence,

workers need to be knowledgeable and versatile to deal

with amultitude of devices, installations and problems. This

often results in the need to ask questions to other workers

or the central office to complete tasks. It should be noted

that this situation is not specific for the PHC sector only, but

that similar problems are present in other crafts sectors as

well.22 The daily work of the company is coordinated from

a central office, which takes calls from clients and plans

assignments for the workers. Contact between the office

and the workers occurs in the morning, when they collect

their vans to visit clients and receive their work plan for

the day, and in the afternoon, when they return from their

shift and report on their day’s activities. During the day,

phone and video calls are the primary means of staying in

contact. During our work with the company prior to the

study reported here, we observed that this communication

was often insufficient to resolve problems, and that other

workers needed to visit the client site to do so.22 The com-

pany deemed this inefficient, as time was lost and clients

were unhappy with the resulting delays.

3.3 Challenges of the case

At the beginning of the project, the company and their

workers were observed by a researcher in day-to-day work.

This was done to analyze the current state of the organiza-

tion of work: How are inquiries processed? How are orders

planned?What difficulties arise during execution? How are

problems on the construction solved?Whichmedia are used

for communication? These were the guiding questions of

the initial assessment. At the beginning of the project, the

company under study operating in the plumbing, heating

and air conditioning sector was observed by a researcher in

its day-to-day work. During this phase, the current state of

the organization of work was analyzed: How are inquiries

processed? How are orders planned?What difficulties arise

during execution? These were the guiding questions of

the initial assessment. Additionally, workshops were con-

ducted to identify pressing problems in daily operations and

explore how specific technologies could provide support. A

recurring issue was the need for spontaneous on-site assis-

tance by highly qualified staff. In many craft enterprises,

only a few individuals possess the authority, expertise, and

experience necessary to resolve complex issues on-site. This

created a demand for a remote support system that would

be low-cost, require minimal training, and be adapted to

the specific needs of the craft sector. In addition to environ-

mental conditions such as dust, dirt, and the risk of theft

on construction sites, the solution also had to be portable

and robust.22 Given that workers in the craft sector typically

require both hands for their tasks and operate in dynamic

environments, they are particularlywell-suited forHMDs as

a platform for remote support.

3.4 AR HMD-based remote support system
as a tool for flexibilization

For this purpose, we used a HolokitX as an AR smartphone-

based HMD (Figure 2).43 The HoloKitX, shown in 2, is a

lightweight HMD that uses an inserted smartphone to dis-

play AR content. Since previous research indicated that

bulky AR HMDs can be impractical on construction sites,22
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Figure 2: The Holokit mount with an inserted smartphone (iPhone 15).

we chose a lightweight and portable alternative. The advan-

tage of our smartphone-based HMD application is that

almost everyone has a smartphone with them, and there-

fore only the head device needs to be brought along to

use the application. HolokitX has built-in support for hand

tracking and gesture recognition through its Unity software

development kit.43,44 Since we needed a LiDAR scanner to

display our AR content in a 3D space, we used an Apple

iPhone 15 Pro for our study.45 However, our application is

compatiblewith all iPhone Promodels frommodel numbers

12 to 16. The applicationwas developed in Unity and enables

the streaming of real-time video from a mobile device to

a desktop client used by a remote consultant. The video

stream is captured using the iPhone’s wide-angle camera,

providing the remote consultantwith afirst-personperspec-

tive of the on-site user’s environment. Thedesktop client dis-

plays the received video feed, allowing the remote consul-

tant to observe the AR experience, seen in Table 1. Addition-

ally, a two-way audio connection was established between

the AR headset and the desktop client, enabling communi-

cation between both users. Furthermore, the remote consul-

tant could indicate specific cues within the video stream by

clicking with the mouse. This action projected red circular

pointing cues in the on-site user’s field of view, highlighting

the selected spots. The cues are illustrated in Figure 1. Lastly,

the remote consultantwas able to record the incoming video

feed and the audio to document the performed work and

made arrangements. We planned to include the resulting

video recordings in our analysis. The application results

from a long-term collaboration with the company, which

aimed to provide a permanent solution to the challenges

outlined above. The company and its workers were closely

integrated into the development process from the outset and

remained so throughout. At the beginning of the project,

we ran workshops to identify and understand their main

pain points, which turned out to be travel times and remote

support options. After developing the initial prototypes, the

company tested them in its workshop.22 This was done to

Table 1: Overview of key information of the participants.

ID Age group Job experience (years) Job role

ID 1 56–65 42 Project manager

ID 2 26–35 10 Planner in the office

ID 3 18–25 7 On-site worker

ID 4 26–35 10 On-site worker

ID 5 26–35 11 On-site worker

ensure the development of a solution that provides added

value and would be accepted by the workers. The next

step we agreed on with the company was to introduce the

final version of the application into the company’s practice

and to analyze the first 10 weeks of its usage regarding its

impact on work and work organization. The resulting study

is described below.

4 Method and data collection

The system was systematically observed over a 10-week

period in daily work to investigate its adoption and the

potential effects of work and organization of work. A qual-

itative field study was conducted to analyze the integration

process, identify emerging challenges, and assess the early

effects on work practices.

4.1 Participants

In total, the study comprises five participants, who used

the system for a period of 10 weeks. All participants were

male and worked for a craft company described above (see

Table 1). The participants held various roles within the orga-

nization. One served as a remote consultant with a German

”master craftsman” title in his professional field. Thismeans

he has extensive knowledge and specialized training in the

specified field, as well as the authorization to operate as a

training establishment for trainee craft workers. Another

participant was a remote consultant and planner respon-

sible for scheduling, customer service, and design of bath-

rooms and other plumbing installations. The master crafts-

man had over 40 years of professional experience, while

the planner had over 10 years of experience. The employees

who used the system on-site were responsible for executing

the job on-site and were trained as craftsmen in the speci-

fied field. Their professional experience amounted to 7, 10,

and 11 years. The master craftsman in the office and two

employees (7 and 10 years of professional experience) had

previously gained little AR experience through a previous

study, but had no experience with the hardware used in this

study.
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4.2 Procedure

As mentioned above, the study described here is part of

a long-term collaboration with the company, which was

intended to lead to the permanent use of the system within

the company. Therefore, the introduction of the applica-

tion was planned in advance, and it was ensured that the

workers selected for the study would be available during

the intended study period. The workers were also informed

ahead of the study that they would be provided with the

opportunity to use the system for 10 weeks. The proce-

dure of the study can be found in Table 2 and is explained

below. When we started the study, we met all participants

in the company’s office. They were briefed about the study

objectives, and consent was obtained for data collection.

All participants underwent a brief training to familiarize

themselves with the technology. This included the connec-

tion process and the use of the system to perform a short

task common to their craft sector. The short task involved

locating a specific sink model in a showroom with mul-

tiple options and inspecting its sealing. Consultants were

assigned to the desktop application during the task to famil-

iarize themselves with it, while on-site workers practiced

on the HMD device of the system. After the introduction, it

was used as a substitute for all conventional communication

methods, such as phone calls, in-person discussions, and

video calls, allowing employees to become familiar with

its operation and explore potential use cases for the first

two weeks. Following this initial phase, the system was

integrated into daily work practices for an additional eight

weeks. During this period, usage was voluntary and situa-

tional, and employees were encouraged to use the applica-

tion whenever they considered it helpful. It should be noted

that, due to the timing of the study between October 2024

and January 2025, the study was interrupted for two weeks,

Table 2: The procedure of the study.

Time Activity

Day 1 Introduction to the system and training for

all participants at partner’s office

After week 1 Interviews with workers and experts

After week 2 Interviews with workers and experts

After week 4 Interviews with workers and experts

After week 6 Interviews with workers and experts

Holidays Study break

After week 8 Interviews with workers and experts

After week 10 Final interviews

as the company went into a holiday break. After the break,

system usage continued as before.

Each participant was interviewed weekly during the

first two weeks and twice a week thereafter. These inter-

views lasted between 15 and 30 min each. During the study,

video recordings of selected sessions were taken from the

consultant’s desktop for further analysis. These analyses

were initiated during the study to enable reference to spe-

cific facts from the events recorded in the interviews. After

a total of 10weeks of use, the studywas concludedwith final

interviews.

4.3 Data collection

To address the research question, we focused on col-

lecting qualitative data. The core of this approach con-

sisted of in-depth one-on-one interviews with participants

about their experiences using technology in daily work.

Two researchers conducted the interviews alternately to

ensure the variation in perspective.46 Semi-structured inter-

views were organized around three themes: usage, com-

munication, and work processes. Early interviews began

with broad, open-ended questions (for example, Tell me

how you experienced the technology), while later sessions

were based on video-recorded material. Depending on the

participants’ responses, the interviews explored one of the

three themes while also allowing new aspects to emerge.

For usage, questions explored how technology supported

work, the tasks it was applied to, and the experiences and

difficulties of the participants, including potential improve-

ments. The communication theme focused on the effective-

ness of the instructions and explanations communicated,

with participants asked to describe challenging and particu-

larly effective situations. The third theme,work processes,

addressed how technology was integrated into routines

and whether it altered workflows. Participants were also

asked about reasons for long-term use. Remote consultants

were interviewed separately to assess their satisfaction and

provide feedback on practices. In addition to interviews,

remote sessions were recorded on video to capture contex-

tual use during the eight-week deployment. Since the system

was used spontaneously, video analysis provided otherwise

inaccessible insights. The recordings were reviewed using

a structured guideline to capture environmental context,

tool use, and clarity of communication. Uncertain situations

were documented and revisited in interviews for clarifica-

tion. In addition to these data sources, a logging system was

implemented to document the date and duration of each

session.
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4.4 Analysis

The data collected was analyzed using the affinity diagram

method.47 This method was chosen to systematically orga-

nize the findings from the interviews and video record-

ings, enabling a deeper understanding of the participants’

experiences. The Miro board tool was used to facilitate

collaborative data analysis between researchers.48 Three

collaborating researchers, with the two researchers who

conducted the interviews, performed the analysis. Initially,

all researchers agreed onfivemain categories that served as

an initial framework for organizing the data. The categories

were defined, including clear criteria for when they should

be applied, with an example from the collected data. These

categories were derived based on preliminary impressions

of the collected material and were informed by the exist-

ing literature on HMD-based remote support systems (see

Table 3). The data were then classified individually by each

researcher. During this phase, interview notes and relevant

Table 3: Summary of categories from the affinity diagram.

Category Subcategory

Intended and adopted use cases

(Section 5.1)

Status report and controlling

Video documentation

Clarifying unexpected problems

Approval of completed tasks or

projects

Repairs

Organizational use in daily work

(Section 5.2)

Organization of application usage

Integration within existing

communication practices

Inclusion of additional tools

Inclusion of other employees

Perceived efficiency (Section 5.3)

Replacement for on-site

coordination

Increased density of information

exchange

Advantages over other

technologies

New demands (Section 5.3) No subcategories identified

Limits and challenges in usage

(Section 5.3)

Technological obstacles

Environmental and infrastructural

obstacles

Content limits

video excerpts were grouped into clusters of related obser-

vations to ensure that each category captured meaningful

themes rather than isolated statements. If necessary, the

respective researchers defined subcategories during this

phase, and the datawere clustered accordingly. After the ini-

tial categorization was completed, all researchers gathered

to compare, refine, and merge their respective groups and

subcategories. This phase included discussions to identify

inconsistencies, add missing aspects, and adjust the catego-

rization as needed.

This process was iterative: categories were expanded,

merged, or restructured based on emerging insights. Some

themes that initially appeared in separate clusters were

later linked under broader patterns, reflecting overarching

aspects of work adoption, communication efficiency, and

usability challenges. Additionally, particular attention was

given to the interaction between the various data sources.

The interview responses were cross-referenced with the

behaviors observed in the video recordings, allowing the

validation of self-reported experiences against actual inter-

actions with the system. To account for the frequency of

the mentioned aspects, counterbalancing was applied, con-

sidering both the absolute number of occurrences and the

contextual significance of less frequently mentioned but

potentially critical insights. Particular attention was paid

to whether the collected data unit was collected during the

first two weeks (intensive use as a substitute for all usual

communication channels) or in the following eight weeks

of free independent use. The data from the eight weeks was

weighted substantially higher, especially when it comes to

aspects of the change in the organization. This was carried

out during the phase where researchers came together to

compare and refine their categorizations. This ensured that

recurring patternswere recognizedwithout overshadowing

nuanced observations that emerged less frequently but car-

ried analytical weight.

Through this methodical structure, a hierarchical rep-

resentation of the insights was developed, progressing from

individual observations to broader thematic clusters. This

helped identify key patterns in how participants integrated

technology into their daily workflows, the kinds of chal-

lenges they encountered, and the communication dynam-

ics that evolved during remote support. The final Affinity

Diagram provided a visual representation of relationships

between themes, supporting the derivation of key find-

ings that informed the subsequent discussion. The follow-

ing section will present the key findings derived from this

analysis.
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5 Results: changing work processes

In total, six interview sessions were conducted with each

participant, and almost all attended regularly. Exceptions

included an office planner who used the application only

occasionally and a field service employee who was inter-

viewed three times due to illness. Five video recordings,

with a combined duration of approximately 60 min, were

analyzed. An overview of the key aspects is presented in

Table 3.

5.1 Evolution of intended and adopted use
cases

Table 4 shows which use cases were planned at the begin-

ning of field deployment (’intended’) and which sponta-

neously emerged during the company’s own use (’adopted’),

as well as their frequency in the first two weeks of the trial

phase and in the following eight weeks of everyday use.

In total, 17 sessions with the remote support system were

logged: seven during the first two weeks of intensive testing

and 10 during the free use phase. Due to the two-week com-

pany break, this corresponds to an average of two sessions

per week. The sessions were evenly divided between the

mornings (before 12 p.m.) and the afternoons (after 12 p.m.),

with durations ranging from 2 to 16 min and an average of

8 min.

One of the most frequent uses was status reporting

and controlling (see Table 4). This interactive exchange

allowed real-time updates and ensured shared understand-

ing between on-site workers and remote consultants. It

was always initiated by the craft master, and although

unplanned, it became the most common use case, with

Table 4: Usage frequencies of use cases, categorized as ’intended’ and

’adopted’.

Use cases Intended

or adopted

First two

weeks

After two

weeks testphase

Status reporting and

controlling

Adopted 1 5

Video documentation

for knowledge

management

Adopted 2 5 (embedded in use

cases)

Remote support

– clarifying unexpected

problems

Intended 3 1

Approval of completed

tasks or projects

Intended 1 2

Remote support

– repairs

Intended 0 2

a total of six sessions. These typically involved site walk-

throughs, such as “So, I am here in the hallway, in front of

the bathroom. We have already covered everything here”

(ID 3), and clarifying consultants’ questions, such as “Is that

partition wall also going to be removed?” (ID 1). In some

cases, issues emerged that would not have been noticed

until much later, such as insufficient spacing between a

shower and a sloping wall. The conversations covered a

wide range of topics, from bathroom renovations to heat-

ing systems, lighting, tiling, and drainage. Status reporting

was also used to check materials or revisit issues from the

previous day. Before the study, such questions were only

briefly addressed during infrequent site visits or evening

office meetings, often without resolution due to the absence

of a visual reference.

Another frequently adopted use case was video docu-

mentation for knowledge transfer. First tested during the

test phase, it was later integrated into status reporting and

repair sessions. ’Previously, there was no structured docu-

mentation of knowledge’ (ID 1). With the remote support

system, specialized maintenance tasks previously handled

by a single expert could be documented from an egocen-

tric perspective. This allowed the manager to observe tasks

remotely and created training material for future employ-

ees: ’System documentation is used to prepare employees

for future tasks’ (ID 2). The egocentric perspective was con-

sidered a key advantage compared to conventional video

recordings. However, the long-term use of these recordings

for training could not yet be evaluated during the study.

The intended use case of clarifying unexpected prob-

lems was observed only rarely. Many potential issues were

already resolved during status reporting, and the office

planner’s experience allowed him to anticipate problem

areas early. As a result, this use case decreased while

status reporting increased. Examples included ventilation

of a heating system and the placement of pipes for an

installation.

We also observed the approval of completed tasks or

projects infrequently. Facilitated discussions on milestones

and smaller tasks, and recordings served as documentation

and potential proof for warranty claims. Over time, this use

case was largely absorbed by status reporting.

Finally, the use case of repairs occurred only twice.

In one case, minor repairs of luxury washroom fixtures

were conducted remotely after an initial on-site inspection.

Normally, a second joint visit would have been required,

but HolokitX enabled the consultant to guide the employee

virtually. The general rarity of repair tasks limited this use

case.
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5.2 Evolution of organizational practices and
system usage over time in daily work

Several observations were made regarding the organiza-

tion of application usage in daily work (see Table 3). In

most of the use cases, remote support sessionswere planned

in themorning before leaving the construction site. After six

weeks, including the test phase, the system was considered

part of the standard toolkit: ”In the morning while packing,

HolokitX [the remote support system device] is already in

mind: Did you pack it?” (ID 4).

Status reports were typically conducted on arrival at

the site after unloading materials and tools. The manager

had a dedicated slot for these conversations between 9:30

and 11:00 a.m.: ”As soon as you arrive in the morning, there

is usually a briefing via HolokitX” (ID 3). Project approvals

were scheduled later in the afternoon, while unexpected

problems had no fixed scheduling. Status reports were pri-

marily initiated from the office, but employees also called

independently when they could not proceed: ”Employees

call on their own when they need something and really

cannot proceed” (ID 1).

Another aspect was the integration of the applica-

tion into existing communication practices (see Table 3).

Before the study, phone calls and in-person meetings were

the primary methods, supplemented by photos and, rarely,

video calls. HolokitX did not replace these practices but was

integrated into them: ”A new way of communication, not a

replacement, but a shift” (ID 1). It was regarded as a sup-

plement that added visual elements: ”It [the remote support

system] is seen more as a substitute for being on site” (ID

2). After the test phase, phone calls were primarily used for

brief inquiries, while HolokitX was employed when a visual

reference offered an advantage: ”HolokitX is an escalation

level when a phone call does not lead to a solution” (ID 3).

The study also showed the integration of additional

tools and employees (see Table 3). The high audio quality

of the smartphone allowed other employees to participate

spontaneously or on request: ”I explained something on-site

even though I wasn’t wearing the headset” (ID 5). External

employees often took measurements when required, while

the HolokitX user continued discussions or tasks in parallel.

This division of labor enabled more efficient workflows.

For video documentation and knowledge transfer,

an alternative approach emerged after the test phase.

Instead of the HolokitX user explaining tasks, a more expe-

rienced colleague provided verbal instructions while a less

experienced worker wore the headset and executed the

tasks: ”I recorded while my colleague explained to the

manager” (ID 4).

5.3 Other side effects: perceived efficiency,
added workload, and challenges

Throughout the study, participants emphasized efficiency

gains. The travel time for site visits was reduced and remote

sessions were judged to provide information equivalent to

in-person exchanges. The frequency and density of commu-

nication increased, leading to more thorough discussions of

project details. Compared to phone calls, the participants

valued the egocentric perspective, pointing cues, and the

ability to keep their hands free while working.

At the same time, employees experiencednew formsof

workload. The higher frequency of communication some-

times disrupted tasks and added stress during busy peri-

ods: ”When there is a lot of stress on the construction site,

the more frequent exchanges with the manager can be

exhausting” (ID 4). Although management saw this as ben-

eficial, technicians had to adapt their workflows to accom-

modate the increased interaction.

Finally, technical and contextual challenges limited

usage. The optical see-through headset was less effective

in dark environments and connectivity issues frequently

interrupted sessions in basements where heating systems

were installed. Participants also noted clear boundaries: the

system was not suitable for direct customer interactions

or for coordinating with other trades, such as electricians,

where in-person presence remained indispensable.

6 Implications for evolving work

practices in small craft businesses

The research question of this study was: How does an AR

HMD-based remote support system influence the organi-

zation of work under real field conditions over a longer

period of time? Overall, the findings show that the intro-

duction of the AR HMD-based remote support system influ-

enced how work was coordinated and how communica-

tion routines evolved and shifted over time. Rather than

replacing existing structures, the system became embedded

in daily practices by adopting new use cases. In this way,

the research question is addressed through the adoption of

new use cases, the integration into existing communication

practices, and the emergence of new forms of work-related

strain. This argument is supported by the following three

result-based conclusions, each addressing these dimensions

of the evolving impact of the system on the organization of

work.

The first aspect observed was the adoption of new

use cases, such as status reports and video documentation,
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for structured knowledge transfer. This phenomenon can

be classified and discussed under the concept of appro-

priation.49 This phenomenon is not new; however, many

studies focus primarily on traditional collaborative soft-

ware platforms.50–52 In the context of our study with an

AR HMD-based remote support system, the appropriation

can be described in terms of adopting use cases. Based on

the literature in Section 2 and the background in Section 3,

we assumed that the primary use case for remote support

would be resolving problems on-site spontaneously. This

was also confirmed in the first two weeks of our study.

However, the primary application of the system was to pro-

vide the office planner with a continuous status overview

of the construction site. This use case also covered emerg-

ing or anticipated issues that were then resolved through

remote guidance. The popularity of the status reporting

use case can also be understood in terms of organiza-

tional structure. The planner’s need for control and over-

sight shaped the way the system was used, with status

reports serving as a tool to maintain a constant overview.

This mode of use may have limited the natural emer-

gence of problems in the field, as the experienced plan-

ner was often able to anticipate and address problems

before they fully materialized. While this proactive coor-

dination contributed to efficiency, it also raises questions

about how such practices influence autonomy, initiative,

and problem ownership in manual work environments.

Future studies could investigate this phenomenon and pro-

vide design recommendations. With regard to the system

used here, the simplicity of use seems to be the main rea-

son why it was possible to focus on the use and poten-

tial for further applications. This observed use case can

be aligned with collaborative problem-solving, known as

”Management by Walking Around” (MBWA),53 where man-

agers identify issues by actively observing workplace activ-

ities. Participants adopted this approach to remote con-

sultation via the application over time. Future research

could explore the optimization of remote support systems

with features such as persistent annotations, similar to the

mechanisms discussed in54,55 A potential feature is per-

sistent annotations that remain visible in status reports,

allowing users to mark areas for later review, as explored

in contexts such as54,55 This type of interaction not only

supported individual task appropriation but also naturally

involved nearby employees during the virtual MBWA pro-

cess. Beyond enabling this through sufficient audio quality,

the system points to an important design consideration for

future MBWA-oriented systems: supporting multiple HMDs

to enhance remote collaboration. However, this requires

further exploration ofmulti-user design, especially from the

perspective of the remote consultant, as current research on

one-to-many remote support systems remains limited e.g.,

Ref. 56.

The second aspect concerns how the application fits

into the existing spectrum of communication channels,

ranging from phone calls to site visits. The study suggests

that our applicationwas not perceived as a replacement, but

as a complementary tool that filled the gap between them.

Compared to phone calls, the system offered advantages

through visual reference and reduced misunderstandings.

However, phone calls remained useful for quick, low-effort

inquiries, while physical presence was still required for

direct customer interactions, complex coordination with

other trades, or highly detailed discussions.

These findings align with previous research, which

shows that new communication tools are generally inte-

grated into established workflows rather than replacing

existing practices e.g. Ref. 41,57,58. Future research could

explore the long-term impact of remote support systems on

communication hierarchies in other domains.

This integration was also reflected in changes to daily

communication routines. End-of-day visits to the planner’s

office to discuss on-site issues became less frequent or

shorter, likely due to more frequent virtual communication

during the day. Since the status report use case enabled

real-time problem solving, many issues were resolved ear-

lier. This suggests that remote support systems can improve

problem-solving and alter communication timing, reducing

the need for traditional end-of-day debriefings.

Real-time discussion of problems can also provide

better learning effects and reduce cognitive load com-

pared to memorizing problems until the next day. However,

this change may also affect team satisfaction, as informal

evening discussions are often important for team cohe-

sion.59 Both aspects should be examined in future field

studies.

The third aspect is that advantages such as the adop-

tion of the application for status reporting, which led to

a more frequent and intensive exchange of information,

also introduced a notable drawback repeatedly men-

tioned by on-site employees: the perceived increase inwork-

load and stress due to the increased need for coordina-

tion with office planners. Employees reported feeling pres-

sured and, to some extent, ”observed” during their work.

Similar effects have been observed in previous studies on

remote monitoring and support technologies in the work-

place.60 The introduction of continuous monitoring in the

form of status reporting, while improving efficiency, can

also affectworkers’ sense of autonomyand create additional

cognitive demands.61–63 Future research should further



J. C. Gutzmann et al.: HMD remote support in a craft company: a long-term study — 487

investigate the balance between increased supervision and

worker well-being, particularly in contexts where manual

work requires a degree of independent problem-solving and

self-guided execution.

It is interesting to know that the system is currently

still in use at the company. After the ten-week analysis

period, they continued to use the system for documentation

and other purposes mentioned above. After discussing the

analysis results with the company, they purchased addi-

tional HoloKitX and iPhone devices, and we assisted them

in installing and introducing an improved version of the

system. Currently, they are using the system on five devices

to support their daily work.

7 Limitations

Although this study provides valuable information on the

long-term use of an AR HMD-based remote support sys-

tem in real-world conditions, several limitations must be

acknowledged.

First, the study was conducted as a case study within a

single small craft business. Although this setting allowed for

a rich and contextualized understanding of evolving work

practices, it also limits the generalizability of the findings to

other domains or organizational structures. Future studies

should include multiple companies and sectors to capture

a broader spectrum of practices and adoption processes.

Second, the number of observed sessions was relatively

small, with only 17 documented instances of system use.

Although these sessions provided detailed information on

how the systemwas integrated into daily routines, theymay

not fully represent the complete range of variability inwork

practices over time. Future research with a larger dataset is

needed to validate and expand on these findings.

8 Conclusions

In our study, we investigated how an ARHMD-based remote

support system affected the organization of work in a

medium-sized craft company in the plumbing, heating,

and air conditioning (PHC) sector over a ten-week period

of usage. The system enabled them to remotely connect

between construction sites and the company office and

to share a live view of construction site. While previous

research has focused largely on short-term lab studies or

technology evaluations of similar systems, only a long-term

field deployment offers insights into how such systems

are adopted in practice. We have implemented a remote

application based on a smartphone-based HMD systemwith

theHolokitX. HolokitX is a head-mounted device that carries

a smartphone, serving as an optical see-through AR device.

Over the 10 weeks, we observed five workers using the

system, which resulted in a shift from spontaneous trou-

bleshooting to structured status reporting and documen-

tation. These new use cases changed how communication

and coordination were managed, enabling more continu-

ous exchange but also increasing the perceived need for

availability and contributing to the workload. While the

system complemented existing communication channels,

its long-term use reshaped routines and introduced new

demands. These findings underscore the need to investigate

the integration of the system over time to inform the design

of remote support tools that are effective without creating

unintended workload.
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