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Abstract: Operating various devices is a critical skill for

scuba divers. With recent technological advances, the

demands and complexity of underwater device operation

have increased, highlighting the importance of investigat-

ing human-device interactions on perception and move-

ment. Recently, the waterproof tablet has enabled under-

water human research. However, the potential applica-

tions and limitations of the waterproof tablet for under-

water research have not been thoroughly examined. This

case study, involving two divers, examined the feasibility

and limitations of using the waterproof tablet to conduct

cognitive tasks in underwater environments, focusing on

methodological and practical challenges. Two divers per-

formed a visual search task and a gradual-onset continuous

performance task (grad-CPT) in both land-based and under-

water conditions (at a depth of 6 m), and their performance

was compared across environments. The results suggested

that the waterproof tablet is a viable tool for conducting

cognitive tasks underwater, as task performance resembled

typical laboratory results. However, several issues were

identified, including limitations in stimulus presentation

and concerns regarding the reliability of touch responses.

Our case study provides foundational data for designing

future tablet-based experiments in underwater and other

extreme environments.
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1 Introduction

The proliferation of digital devices driven by recent tech-

nological advancements has extended to scuba diving. The

ability to use wearable devices, smartphones, and tablets

underwater has enabled various activities, including new

AR experiences and safety management through the mon-

itoring of physiological responses.1,2 This interactive water-

proof technology increasingly requires divers to manage

new interactions. Yet, there has been little research on how

these human-underwater device interactions impact per-

ception and action in underwater environments. Therefore,

investigating such interactions is essential for advancing

applications ranging from fundamental human studies to

the design of human-computer interaction technologies.

Numerous studies have been conducted to measure

human cognitive function in various environments. For

example, prior studies have reported effects of environ-

mental context onmemory performance.3,4 In addition, this

focus on the environment alignswith a broader body of field

research investigating cognitive performance under other

challenging conditions, such as high or low temperatures

and low-oxygen environments.5 However, such research

has often focused on a limited range of cognitive func-

tions due to high implementation costs and measurement

constraints. Recent advances in Mobile Brain/Body Imaging

and online experimental platforms have helped overcome

these limitations by enabling the collection of biological and

behavioral data outside laboratory settings.4–11 These tech-

nological developments have led to an increase in research

using reliable and validmeasurements across awider range

of environments, including extreme conditions that were

previously difficult to study.

The underwater environment has been the subject of

much cognitive research due to the significant changes to

the human body caused by its various physical properties.

For example, hand motor performance, such as recipro-

cal tapping, has been found to decline in underwater set-

tings.14,15 Moreover, immersion in water has been shown to
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impair executive functions, especially sustained attention,

response inhibition, and working memory.14–18 Another

critical factor in underwater environments is the use of

breathing gas. During diving, air is supplied through a

breathing apparatus. However, changes in the partial pres-

sure of breathing gases due towater depth can lead to physi-

ological and cognitive risks, including nitrogen narcosis and

sensory or neurological impairments caused by decompres-

sion sickness. Studies have shown that breathing gases at

depths of 10 m or more can impair cognitive performance,

as supported by longer reaction times, poorer judgment,

increased memory errors, and excited mood states.19,21,22

Because work performance underwater is directly related

to diver safety, many studies have investigated the cognitive

consequences of these physical and physiological changes.

However, factors such as water depth and task complexity

pose several methodological challenges, making the find-

ings of previous studies difficult to interpret consistently

and highlighting the need to establish reliable devices, pro-

cedures, stimulus presentation methods, and measurement

techniques for underwater experiments.

Among the primary challenges are the significant costs

of establishing suitable research environments and the

absence of standardized procedures. Conducting underwa-

ter experiments often requires specialized settings such as

diving pools, open-water environments, or high-pressure

chambers.19,21,23 In addition, because experiments in under-

water environments must be designed with continuous

water exposure inmind, researchers have adopted a variety

of approaches to stimulus presentation, response record-

ing, and equipment setup. For instance, analog methods

using stylus-based tools, such as pencils and waterproof

paper or darts and plastic sheets, have been employed to

assess response accuracy through manual markings and to

record reaction timeswithwaterproof stopwatches.14,15,24 In

other cases, auditory presentation has been used. Godden

and Baddeley4,25 utilized a communication system between

researchers on land and divers underwater to deliver

memory task instructions and to record verbal responses.

Recently, Dalecki et al.16,18,26 constructed a metal frame

structure in a diving pool and investigated cognitive func-

tions underwater using displays and input devices capable

of electronically measuring reaction times. Although these

approaches have enabled researchers to overcome the tech-

nical demands of the underwater environment, most have

relied on custom-built devices. Thus, previous research has

often relied on non-standardized methods, which lacked

systematic evaluation from a Human-Computer Interaction

(HCI) perspective, particularly regarding applicability. As a

result, standardized and practical methods for measuring

cognitive function remain undeveloped.

The purpose of this case study is to evaluate the fea-

sibility and limitations of using the waterproof tablet for

underwater cognitive experiments. The waterproof tablet

is an effective tool for measuring human cognition under-

water due to its convenience and ability to administer pro-

grammed tasks with laboratory-level precision, leading to

its recent adoption in the field.19 However, its practical fea-

sibility and limitations as a research tool have not been sys-

tematically evaluated. Therefore, we evaluated the method-

ological practicality and limitations of this approach to pro-

vide foundational clues for future research. Specifically, as

a first step in exploring which cognitive paradigms are suit-

able for this unique environment, we examined whether

tasks designed to assess attention relevant to underwa-

ter activities could be reliably implemented underwater.

Two divers completed both a visual search task and a

sustained attention task using the waterproof tablet. The

visual search task was selected as a task to assess spatial

attention required for activities likemonitoring dive gauges.

The gradual-onset continuous performance task (grad-CPT)

was chosen to examine changes in sustained attention dur-

ing task performance underwater. We evaluated under-

water task performance (wet condition), including correct

response rates and reaction times, by comparing it to perfor-

mance under land-based (dry) conditions. We also carefully

observed potential sources of distortion during the experi-

ments and addressed them in the discussion.

2 Methods

2.1 Participants

Two male participants, both certified recreational divers

(OpenWater or equivalent certification fromPADI or NAUI),

took part in this study. Both participantswere healthy adults

with no reported neurological, psychiatric, or physical con-

ditions that could affect task performance. The study was

conducted in accordance with the ethical standards out-

lined by the Ethical Review Committee of Ritsumeikan Uni-

versity, and informed consent was obtained from all partic-

ipants prior to their participation.

2.2 Experimental environment

The experiment was conducted under two environmental

conditions. The dry condition took place in a room at Rit-

sumeikan University (Osaka, Japan). The wet condition was

conducted in a commercial indoor diving pool facility with

a maximum depth of 8 m (https://marinejp.com).

https://marinejp.com


N. Yoshimura and K. Takahashi: A case study of underwater tablet-based tasks — 3

Figure 1: The experimental device and underwater task execution. (A)

The water-resistant tablet used in the experiment. The screen is covered

with a flexible waterproof membrane to allow touchscreen operation.

(B) Participants performing the cognitive tasks underwater at a depth of

6 m.

2.3 Apparatus

Stimuli were presented and task sequences were con-

trolled using a water-resistant tablet (Valtamer Alltab; see

Figure 1A), which houses a Samsung Galaxy Tab S6 (SM-

T886; 10.5 inches, 2,560 × 1,600 pixels, 60 Hz). Both tasks

were programmed and executed using the Unity engine

(Version 2022.3.2f1, 2D configuration).

2.4 Procedure

Two experimental tasks related to attention were used in

this study: a visual search task and a grad-CPT. Partic-

ipants performed each task under laboratory (dry) and

underwater (wet) conditions at a depth of 6 m (Figure 1B).

The order of the environmental conditions was counter-

balanced across participants. Under wet conditions, par-

ticipants received task instructions on land (i.e., poolside),

then dived to practice and complete the task underwater.

Participants also surfaced between the two tasks to rest on

land.

2.5 Visual search task

The visual search task was adapted from previous stud-

ies27,28 and modified to assess visual attention under under-

water conditions. Each search array consisted of dark grey

bars (32 × 128 pixels) displayed on a grey background

(Figure 2). The bars were arranged in either two or three

concentric circles with radii of 160, 320, and 480 pixels.

Figure 2: Task sequence of the visual search task. Participants tapped

virtual buttons on either side of the screen to indicate the presence or

absence of a tilted bar arranged in concentric circles.

Unlike in previous studies, the stimulus size was increased

compared to that used in previous studies to improve visi-

bility in underwater conditions. Additionally, the concentric

circles were always centered on the screen. This modifica-

tion was made due to the limited screen size and the diffi-

culty of maintaining a fixed viewing distance underwater.

A central fixation cross was presented for 1,000 ms,

followed by the search display. Participants were instructed

to determine as quickly as possible whether a tilted bar

was present in the array, and to respond by tapping a large

virtual button located on either the left or right side of

the screen. Response side assignment was counterbalanced

across participants. The task included a set size manipula-

tion, with arrays consisting of either 19 or 37 bars. These set

sizes were implemented by arranging the items in two or

three concentric circles, respectively. Additionally, the tilt

angle of the target bar was set to 4◦, 5◦, or 6◦ to manipulate

the difficulty of the search. This resulted in a 2 (set size: 19 or

37)× 2 (target presence: present or absent)× 3 (tilt angle: 4◦,

5◦, 6◦) within-subjects design, yielding 12 unique conditions.

Participants first completed 12 practice trials, followed by

120 experimental trials (10 repetitions of each condition). A

break was provided after 60 trials.

2.6 Gradual-onset continuous performance
task

This task was adapted from Yamauchi et al.29 and based

on the grad-CPT framework proposed by Rosenberg et al.30

Twenty grayscale landscape images (256 × 256 pixels) were

used, comprising 10 mountain scenes (targets) and 10 city

scenes (nontargets). All images were presented at the center

of a gray background. Images were presented in a contin-

uous stream of 600 trials (∼8 min), with each image grad-

ually transitioning into the next over 800 ms without any
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inter-stimulus interval. The use of smooth, linear transitions

between stimuli helps reduce the abrupt visual onsets that

can reset or disrupt attentional states (e.g., Ref. 31), thereby

allowing for a more continuous measurement of sustained

attention. In this continuous shift, target (mountain) images

appeared in 10 % of the trials, while nontarget (city) images

appeared in 90 %.

Participants were instructed to respond to nontar-

gets (city scenes) by tapping the screen, and to withhold

responses to targets (mountain scenes). To avoid having

fixed visual elements interfere with judgments of the grad-

ually changing stimuli, no virtual buttons were used, and

the entire screen served as the response area (Figure 3).

This meant that participants continuously monitored the

changing scenery as it gradually appeared and disappeared,

tapping the screen when they judged that the cityscape

had appeared and suppressing the tap response when they

judged that the mountain scenery had appeared. Partici-

pants completed 10 practice trials prior to the main task to

ensure task comprehension.

Figure 3: Stimulus transition and response types in the gradual-onset

continuous performance task. Participants tapped the screen on go trials

(city scenes) and withheld responses on nogo trials (mountain scenes).

3 Results

Given the extremely small sample size (N = 2), no statistical

hypothesis testing was conducted for either task. Instead,

we report descriptive trends in task performance across

conditions, including measures such as mean and median

reaction times, accuracy rates, and observed differences

between dry and wet conditions. All analyses were con-

ducted using R (Version 4.4.2, Ref. 32) and RStudio (Version

2024.12.1.563, Ref. 33). Bootstrap procedures and effect size

calculations were performed using the ‘boot’, ‘bootES’, and

‘effectsize’ packages in R. The ‘imputeTS’ package was used

for time series imputation and analysis.

3.1 The results of the visual search task

To account for the small sample size, we employed a

nonparametric bootstrap procedure to estimate confidence

intervals for reaction times across conditions. Bootstrap

estimation was conducted for each of the 24 conditions,

defined by a 2 (target presence: present or absent) × 2 (set

size: 19 or 37 items)× 3 (tilt angle: 4◦, 5◦, or 6◦)× 2 (environ-

ment: dry or wet) factorial design. For each condition, 5,000

bootstrap resamples were drawn with replacement from

the combined trial-level data of both participants. Prior

to bootstrap resampling, trials with response errors were

excluded from the analysis (2 out of 480 trials). In addition

to estimating condition-wise mean reaction times and 95 %

confidence intervals, we also calculated bootstrap-based

estimates of effect sizes (e.g., Cohen’s d) for key contrasts of

interest.

First, to evaluate the validity of the visual search task,

we examined the overall mean reaction times and their

95 % confidence intervals for each condition, collapsing

across environments. Bootstrap-estimated mean reaction

times were shorter for target-present trials (M = 936.93 ms,

95 % CI [882.96, 1,072.64]) than for target-absent trials

(M = 1,374.44 ms, 95 % CI [1,289.88, 1,483.78]), with a

bootstrap-estimated Cohen’s d of 0.63 (95 % CI [0.26, 0.87]).

Responses were also faster in the set size 19 condition

(M = 1,018.37 ms, 95 % CI [959.89, 1,097.69]) than in the

set size 37 condition (M = 1,296.74 ms, 95 % CI [1,205.56,

1,428.72]), with a bootstrap-estimated Cohen’s d of 0.39

(95 % CI [0.22, 0.54]). However, reaction times were similar

across target tilts (4◦, M = 1,182.64 ms, 95 % CI [1,094.94,

1,298.71]; 5◦, M = 1,119.12 ms, 95 % CI [1,026.78, 1,248.38];

6◦, M = 1,169.97 ms, 95 % CI [1,075.14, 1,371.16]), and

their confidence intervals largely overlapped, suggesting

no meaningful effect of tilt on search performance,

with a bootstrap-estimated 𝜂
2 of 0.04 (95 % CI [0.01,

0.07]). Reaction times tended to be slower in the wet



N. Yoshimura and K. Takahashi: A case study of underwater tablet-based tasks — 5

Table 1: Bootstrapped mean reaction times (ms) and 95 % confidence intervals in the visual search task across dry and wet environments, categorized

by set size, target angle, and target presence. All confidence intervals were obtained via bootstrapping.

Set size Target tilt Dry Wet

Mean reaction

time (ms)

95 %

CI lower

95 %

CI upper

Mean reaction

time (ms)

95 %

CI lower

95 %

CI upper

Target-absent

19

4◦ 907.35 804.69 1,081.91 1,499.44 1,167.25 1,994.18

5◦ 976.29 848.46 1,313.62 1,357.62 1,110.84 1,740.15

6◦ 1,020.90 896.64 1,223.72 1,239.53 1,064.33 1,665.43

37

4◦ 1,580.41 1,301.78 2,099.08 1,648.29 1,441.25 1,947.70

5◦ 1,425.76 1,165.64 1,914.06 1,734.30 1,396.44 2,631.57

6◦ 1,431.86 1,203.81 1,907.71 1,690.72 1,512.67 1,908.98

Target-present

19

4◦ 813.72 753.84 938.69 912.80 798.66 1,092.69

5◦ 733.88 702.37 787.04 929.55 813.61 1,119.64

6◦ 848.81 727.28 1,288.29 994.78 833.53 1,306.99

37

4◦ 926.71 823.24 1,129.13 1,162.05 980.53 1,372.03

5◦ 895.34 796.99 1,057.71 898.12 793.68 1,090.31

6◦ 849.83 773.76 968.38 1,284.82 844.94 2,960.26

condition (M = 1,278.825 ms, 95 % CI [1,191.93, 1,406.08])

compared to the dry condition (M = 1,034.52 ms, 95 % CI

[974.22, 1,114.93]), with a bootstrap-estimated Cohen’s d

of 0.34 (95 % CI [0.16, 0.49]). Detailed bootstrap-estimated

means and confidence intervals for all 24 task conditions

(collapsed across participants) are presented in Table 1 and

Figure 4. These visualizations provide a comprehensive

overview of the observed trends across combinations of

target presence, set size, and tilt angle in both

environmental conditions.

3.2 The results of the gradual-onset
continuous performance task

In the grad-CPT, city scenes were designated as “Go” stim-

uli (requiring a response) and mountain scenes as “Nogo”

Figure 4: Bootstrapped mean reaction times in the visual search task across environments, target presence, set size, and target tilt. Error bars

represent 95 % confidence intervals estimated via bootstrap resampling.
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stimuli (requiring response inhibition). Reaction timeswere

recorded from the point at which the previous image (n− 1)

reached full coherence (0 ms) to the point at which the cur-

rent image (n) became fully coherent (800 ms), duringwhich

the visual stimulus gradually transitioned from one image

to the next. In other words, a reaction time of 800 ms indi-

cated that image nwas presented in full coherence, without

overlap from either the preceding (n − 1) or following (n +
1) image. However, at all other time pointswithin the 800 ms

window, the stimulus was a blend of two images, either

n and n − 1 or n + 1. Therefore, a participant’s response

may not correspond exclusively to the intended image for

that trial. For example, a reaction time of 640 ms indicates

that image nwas displayed with approximately 80 % coher-

ence, while image n − 1 still contributed about 20 % of

the visual information. Because a reaction to n − 1 and a

reaction to n may occur in one trial, up to two responses

were recorded per trial. Therefore, to maximize the num-

ber of valid trials by aligning recorded responses with

their corresponding stimuli, we applied a response classi-

fication procedure. We referred to the response-mapping

framework developed by Yamauchi et al.,29 and gratefully

used a processing template kindly shared by the authors.

Specifically, responses were classified as clearly correct if

the coherence of image n was at least 70 % (i.e., ≥560 ms)

and the coherence of image n + 1 was less than 40 % (i.e.,

≤320 ms). These were considered valid responses to image

n. Other responses occurring between 320 ms and 560 ms

were classified as ambiguous. When none of the surround-

ing trials (n − 1, n, or n + 1) had a response, the ambiguous

response was assigned to the temporally closest trial, with

the exception of nogo trials. In cases where multiple candi-

date responses were assigned to a single trial based on the

classification rules, only the earliest response was retained

and the others were discarded. In this study, 21 trials

included two recorded responses, all ofwhichwere retained

following this criterion and none were excluded from

analysis.

Based on these classifications, two types of error

responses were identified. Commission errors (i.e., false

alarms), which are often interpreted as indicators of atten-

tional lapses, were defined as responses made to nogo stim-

uli (mountain scene) that should have been ignored. Sim-

ilarly, omission errors (misses) were defined as failures to

respond to go stimuli (city scene).

Mean reaction times were 692.85 ms (SD = 89.75) in

the dry condition and 694.73 ms (SD = 123.56) in the wet

condition. The commission error rates were 1.00 % in

the dry environment and 1.42 % in the wet environment,

while omission error rates were 7.50 % and 10.42 %, respec-

tively. These results were compared with those reported

by Yamauchi et al.29 (Table 2). Reaction times were longer

in both environments than Yamauchi et al.29 (Dry: Mdiff =
83.93 ms; Wet: Mdiff = 85.81 ms). Additionally, commission

error rates were lower (Dry: Mdiff = −19.57 %; Wet: Mdiff =
−19.15 %), while omission error rates tended to be higher

(Dry:Mdiff = 5.55 %; Wet:Mdiff = 8.47 %).

Furthermore, to examine potential performance

changes over time for each participant, the 8-min task was

divided into four 2-min quartiles. For each quartile, reaction

times and error rates were calculated for each environment

condition (Table 3 and Figure 5). Focusing on Participant

1, under dry conditions, reaction times increased in the

latter phase (6–8 min: 759.78 ms), accompanied by a rise in

omission errors (16 %), while commission errors remained

stable. Under wet conditions, reaction times were relatively

stable after the first 2 min, and only minor fluctuations

were observed in commission errors, which showed a

general decreasing trend over time. Omission error rates

gradually decreased over time, from 17.33 % in the first

quarter to 9.33 % in the final quarter. For Participant 2,

reaction times showed minimal variation under both dry

and wet conditions (Dry: Mdiff < 24.44 ms; Wet: Mdiff <

23.04 ms). Commission error rates also remained relatively

stable across time under both dry and wet conditions (Dry:

Mdiff < 1.33 %; Wet: Mdiff < 1.33 %). Omission error rates

Table 2:Mean reaction times and error rates in the gradual-onset continuous performance task across dry and wet environments for each participant.

Group Environment Mean reaction

time (ms)

Standard error Commission

error rate (%)

Omission

error rate (%)

Overall
Dry 692.85 89.75 1.00 7.50

Wet 694.73 123.56 1.42 10.42

Participant 1
Dry 702.19 114.81 1.00 11.33

Wet 690.70 152.57 1.50 12.50

Participant 2
Dry 684.33 56.99 1.00 3.67

Wet 698.56 87.56 1.33 8.33

Yamauchi et al. – 608.92 140.15 20.57 1.95



N. Yoshimura and K. Takahashi: A case study of underwater tablet-based tasks — 7

Table 3:Mean reaction times and error rates in the gradual-onset continuous performance task across four 2-min quartiles for each participant and

environment. Values include mean reaction times (ms), commission error rates (%), and omission error rates (%).

Group Environment Quantile Mean reaction

time (ms)

SE Commission

error rate (%)

Omission

error rate (%)

Overall

Dry

0–2 min 685.41 5.65 2.33 7.00

2–4 min 666.64 5.09 1.00 5.67

4–6 min 694.56 5.46 0.33 7.67

6–8 min 726.29 4.83 0.33 9.67

Wet

0–2 min 718.08 8.45 1.67 13.00

2–4 min 677.21 7.08 1.33 10.00

4–6 min 695.28 8.70 1.00 10.67

6–8 min 689.38 5.78 1.67 8.00

Participant 1

Dry

0–2 min 697.97 10.52 2.67 10.00

2–4 min 644.60 9.32 1.33 9.33

4–6 min 711.61 9.19 0.00 9.33

6–8 min 759.77 8.27 0.00 16.67

Wet

0–2 min 738.43 15.35 1.33 17.33

2–4 min 668.67 12.38 1.33 12.67

4–6 min 689.57 15.59 1.33 10.67

6–8 min 669.92 8.95 2.00 9.33

Participant 2

Dry

0–2 min 673.72 4.67 2.00 4.00

2–4 min 686.84 4.07 0.67 2.00

4–6 min 678.19 5.73 0.67 6.00

6–8 min 698.16 4.31 0.67 2.67

Wet

0–2 min 699.90 7.89 2.00 8.67

2–4 min 685.19 7.29 1.33 7.33

4–6 min 700.98 7.83 0.67 10.67

6–8 min 708.22 7.03 1.33 6.67

also exhibited minimal variation over time (Dry: Mdiff <

3.33 %; Wet:Mdiff < 4.00 %).

To further characterize task performance in each envi-

ronment, we calculated and compared the discrimination

sensitivity index d′ and response bias c based on signal

detection theory.34 For this analysis, hits were defined as

correct responses to go trials, and false alarmswere defined

as commission errors (failure to suppress response). The

resulting d′ and c values are presented in Table 4. Over-

all, both participants demonstrated relatively high discrim-

ination sensitivity (d′ > 2.1) across conditions, indicating

that the task was successful in eliciting distinguishable

responses between targets and nontargets even in under-

water environments. However, both participants showed

a reduction in d′ under wet conditions, with Participant 1

decreasing from 2.43 (dry) to 2.12 (wet), and Participant 2

decreasing from 3.02 (dry) to 2.44 (wet). Response bias c

remained relatively stable across environments. For Par-

ticipant 1, c was slightly liberal in the dry condition (c =
−0.07) and shifted toward a more neutral bias in the wet

condition (c = 0.024). For Participant 2, a liberal bias was

observed in both conditions, though it became slightlymore

conservative in the wet condition (c=−0.23 in dry vs.−0.11
in wet).

4 Discussion

This study evaluated the practicality and limitations of the

waterproof tablet for underwater cognitive experiments by

comparing performance on a visual search task and a grad-

CPT between dry and wet conditions. The results showed

that the effects of target presence and set size on visual

search tasks were found under both dry andwet conditions,

while no effect of target tilt was found in the visual search

task. In the grad-CPT, slight increases in both reaction time

and error rates were observed underwater, and individual

differences in performance variability over an 8-min task

were also observed. Additionally, the overall reaction times

were longer and the omission error rate was higher than

that in the previous research. These results indicate that the

waterproof tablet allows for the implementation of tasks

comparable to laboratory experiments, although they also

highlight several limitations in experimental design stem-

ming from the nature of human-tablet interaction.
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Figure 5: Time course of reaction times and omission error rates across

2-min quartiles in the gradual-onset continuous performance task. Data

are shown for each participant under dry and wet conditions. Reaction

times (top), commission error rates (middle) and omission error rates

(bottom) were averaged within each quartile to assess changes in

performance over time. Error bars represent standard errors of the

mean.

Table 4: d′ and c criterion by participant and condition. Discriminability

(d′) and response bias (c) were calculated using signal detection theory.

Participant Environment d’ c

Participant 1 Dry 2.43 0.07

Participant 1 Wet 2.12 −0.02
Participant 2 Dry 3.02 −0.23
Participant 2 Wet 2.44 −0.11

The results of the two tasks in the present study

supported the validity of tablet devices in cognitive exper-

iments in underwater environments. The visual search

task showed typical patterns of reaction times under both

dry and wet conditions. Additionally, the grad-CPT results

showed that both participants achieved high discrimination

sensitivity. These results demonstrate that tablets can be

used to perform tasks that involve distinguishing between

targets and nontargets even underwater. This is consis-

tent with previous studies that conducted tasks such as

Stroop and task switching in underwater conditions.19 These

findings suggest that tablet devices can be used to execute a

wide range of cognitive paradigms beyond attention, includ-

ing working memory and decision-making.

The waterproof tablet device is also valuable for

research that requires monitoring cognitive status during

diving operations. Individual performance patterns on the

grad-CPT task (∼8 min) revealed that Participant 1 exhibited
substantial temporal fluctuations in reaction time and error

rate, whereas Participant 2maintained relatively stable per-

formance. These findings suggest that waterproof tablets

can detect changes in attention and fatigue even in under-

water environments. Given their ability to precisely control

visual stimulus presentation, accurately record responses,

and continuously assess cognitive status underwater, our

study provides a foundational understanding of human-

tablet interaction that can inform future advanced field

cognitive tasks.

This study also revealed several limitations in the

design and implementation of cognitive tasks using tablet

devices in an underwater environment. The most promi-

nent issue was the difficulty in detecting subtle differences

in stimulus attributes on the waterproof tablet. In the visual

search task, task difficulty was manipulated by varying the

tilt angle of the target bar (4◦, 5◦, and 6◦). However, no sub-

stantial differences in reaction time were observed across

these angles under both dry and wet conditions. This may

be attributed to the challenges of using mobile devices in

outdoor settings, such as display instability,35 or optical dis-

tortion. Therefore, cognitive tasks conducted with tablets

in underwater (or other natural) environments should be

designed to minimize the effects of viewing angles and

optical distortion, and to enhance the visibility of critical

stimulus changes. This also applies to the design of user

interfaces intended for underwater use.

While we successfully recorded reaction times of taps

on the tablet in both tasks, we also observed the practical

issues in measuring reaction time. In visual search, the

reaction times in previous studies were less than 850 ms

even at their maximum values (see Figures 6 and 7 in Ref.
28), whereas the mean reaction times in this study ranged

from 813.72 ms to 1,499.44 ms (Table 2). These reaction time

delays may be due to device-specific limitations. Previous

studies have reported that reaction times on touch screens

are slower than those on conventional keyboards and mice

due to the complexity of touch movement preparation.36,37

Therefore, comparisons of response times between differ-

ent devices should be avoided. This study used tablets under

both dry and wet conditions to compare performance; how-

ever, in field-based cognitive experiments, data collection

may need to be conducted using different devices in the
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laboratory and in the field. In such a case, the researcher

should plan an experimental design that considers the pos-

sibility of device-specific response time issues, especially

when using different hardware in the laboratory and in the

field.

Another issue with response interaction on tablet

devices is the difficulty in feeling response feedback. The

grad-CPT in this study did not use virtual buttons to

avoid visual objects that would interfere with monitor-

ing gradually changing stimuli. However, this design could

have reduced participants’ confidence that their taps were

recorded correctly, leading to an increase in omission

errors. Previous studies have reported that the absence of

sensory feedback when responding on a flat surface can

increase error rates.36,38,39 In addition, the tablet devices

used in this study were housed in waterproof cases and

the touch screens were covered with a flexible vinyl layer

(see Figure 1A), which may have made it more difficult to

feel the feedback from tapping. Therefore, tasks conducted

in underwater environments where physical buttons are

difficult to implement need to present clear visual feedback.

Since tablet devices are expected to remain the primary tool

for field experiments in underwater environments, further

research is needed onhuman-tablet interactions under such

constraints.

Finally, this study has several limitations. First, the

results of this study were based on a small sample size.

This was mainly due to the high cost of recruiting diver

participants. Therefore, increasing the sample sizemay give

rise to new methodological discussions. Another limitation

is that this study examined only one device and therefore

could not compare its advantages and disadvantages with

other devices. Comparison with other electronic devices

such as smartphones and conventional analog devices such

as styluses will need to be considered in the future. The

study’s focus on only two attention tasks is also a limitation.

We deliberately selected these as a first step in exploring

suitable cognitive paradigms for this unique environment,

given the practical constraints of dive time and participant

burden. The exploration of other tasks, such as memory

and decision-making or more ecologically valid navigation

tasks, remains a direction for future work. To develop tasks

with greater ecological validity, future studies could employ

a mixed-methods approach that includes interviews with

professional divers. Although there are still issues to be

addressed, this study provided valuable knowledge about

the practicality and limitations of the waterproof tablet for

measuring human behavior in underwater settings where

understanding human-computer interaction is critical for

valid data collection.

5 Conclusions

This case study suggested that the waterproof tablet can

be an effective tool for performing cognitive tasks under-

water at levels comparable to laboratory experiments. Con-

versely, several methodological limitations were also iden-

tified, such as the difficulty of detecting subtle differences

in stimuli and issues with button feedback. These results

provide preliminary findings for designing future advanced

field experiments on cognition, particularly in underwa-

ter and other extreme environments. Given the growing

attention on mobile devices as a practical approach in

field research,40–42 this study offers initial data and practi-

cal guidelines for experimental designs in underwater and

other non-conventional research environments.
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