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Abstract: In Germany, both law enforcement agencies
(LEAs) and dedicated reporting centers (RCs) engage in var-
ious activities to counter illegal online hate speech (HS).
Due to the high volume of such content and against the
background of limited resources, their personnel can be
confronted with the issue of information overload. To miti-
gate this issue, information filtering, classification, prioriti-
zation, and visualization technologies offer great potential.
However, a nuanced understanding of situational aware-
ness is required to inform the domain-sensitive implemen-
tation of supportive technology and adequate decision-
making. Although previous research has explored the con-
cept of situational awareness in policing, it has not been
studied in relation to online HS. Based on a qualitative
research design employing a thematic analysis of qualita-
tive expert interviews with practitioners from German LEAs
and RCs (N = 29), we will contribute to the state of research
in human-computer interaction with a systematization of
23 information types of relevance for situational awareness
of online HS in the law enforcement and RC domain. On
that basis, we identify victim, perpetrator, context, evidence,
legal, and threat awareness as domain-specific situational
awareness sub-types and formulate ten implications for
designing reporting, open-source intelligence, classification,
and visual analytics tools.
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1 Introduction

Over three-quarters of German citizens have already been
exposed to hate speech (HS) online.! Countering its dissem-
ination has come to the attention of German policymakers,
not least after the murder of Walther Libcke, the govern-
mental district president of Kassel in Hesse, who was a
target of HS due to his refugee-friendly stance and was shot
in 2019 by a right-wing extremist who also published such
content online.” German law enforcement agencies (LEAS)
at both the federal and state levels prosecute illegal HS con-
tent. However, as only a few conduct proactive monitoring,
their activities partly depend on the volume of reporting
by civil society actors, primarily dedicated HS reporting
centers (RCs).? Due to the high volume of HS content and
against the background of limited resources or inadequate
technology support, both LEAs’ and RCs’ personnel may be
overwhelmed with managing excessive amounts of poten-
tially relevant information. Such an information overload
may either occur during the processing of reported content*
or during social media monitoring.> Not least in light of
political intentions to oblige social media operators to report
content potentially criminally relevant to LEAs,5” and given
the designation of selected RCs as trusted flaggers with priv-
ileged reporting channels to platforms,? a further increase
in information volume is to be expected.

Information overload can significantly impair situa-
tional awareness in LEAs and RCs. Situational awareness
encompasses the perception of environmental elements
within a particular temporal and spatial context, the com-
prehension of their significance, and the projection of their
status into the future.” Social media can be leveraged to
establish or enhance situational awareness if their content
includes real-time descriptions, they have a large and active
user base, and their data is easily accessible.’® Concerning
online HS, cross-case situational awareness has significance
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for case prioritization, resource allocation, trend recogni-
tion, and ultimately counter-strategy adaptation. Since HS
dissemination can also be linked to physical hate crimes,"
it may improve risk assessment in this regard and inform
the implementation of preventive measures.”> Research
in human-computer interaction (HCI) demonstrated the
potential of user-centered technologies for information fil-
tering, classification, and prioritization in mitigating infor-
mation overload.>" It also adapted situational awareness
to the cybersecurity domain.'*> However, as regards tech-
nologies for HS response, there has been little linkage
to the concept.'® Moreover, technologies for documenting
and reporting hateful content,'5!” artificial intelligence (AI)
models for its detection’®-?! or subtype-classification,?-*
and dashboards for its visual analysis'>?® have mainly been
researched without any involvement of LEA and RC staff.
Therefore, precursory conceptual and empirical
work is required to ensure technologies’ applicability.6-28
Whereas initial user-centered research has involved staff
from such organizations in the development of annotated
datasets for HS detection,? classification schemes,*® and
user interfaces for respective classification systems,”’ there
remains a research gap regarding an empirically-grounded
systematization of information types that are relevant for

situational awareness in this domain. This can serve as a

conceptual basis for a corresponding situational awareness

model. Morevoer, it can also ensure that future HS response
technologies gather, prioritize, analyze, and visualize
information types that are actually relevant for the work of

LEAs and RCs. With this work, we thus seek to address the

following research questions:

— RQ1: What information types are relevant for acquiring
situational awareness of online HS in the German law
enforcement and RC domain?

— RQ2: What sub-types of situational awareness can be
deduced from these information types?

Based on a qualitative research design employing a the-
matic analysis® of qualitative expert interviews®>** with
practitioners from German LEAs and RCs (N = 29), we
provide three contributions (C1-3) to the state of research
in HCI. We systematize 23 information types of relevance
for situational awareness of online HS in German LEAs
and RCs (C1), identify six high-level and domain-specific
sub-types of situational awareness (C2), and derive ten
implications for designing assistive technologies (C3). After
defining online HS, introducing the concept of situational
awareness, and reviewing research on technologies for
HS response (Section 2), we outline our approach for data
collection and analysis (Section 3). Then, we present our
findings (Section4). On this basis, we derive design
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implications and discuss our limitations (Section 5). We
close with a brief conclusion (Section 6).

2 Background and related work

In this section, we elaborate an HS definition suitable for
the law enforcement and RC domain (Section 2.1), introduce
the fundamentals of situational awareness (Section 2.2),
and review research on technologies for HS response
(Section 2.3).

2.1 Defining online hate speech

HS is a contested concept,* which is rarely systematically
conceptualized despite extensive research on its causes and
harms as well as adequate responses.®® In academia, HS is
often defined in relation to the respective research moti-
vation.®> For computer science, this means that research
datasets are often underpinned by differing conceptualiza-
tions of it.® This creates challenges for the evaluation and
generalizability of detection models trained on them.%"38
In law, definitions and thus the sanctionability of different
types of expressions as prohibited forms of HS vary by
national jurisdiction.* Finally, online platforms also follow
varying definitions that inform their content moderation
practice.*

Appropriately defining HS can be challenging. First,
the term is often used as an umbrella term for numerous
negative or aggressive statements, including harsh criticism
and simple insults.*' Second, it is often insufficiently distin-
guished from broader concepts, e.g., abusive or offensive
language, as well as specific forms of group-related hostility,
e.g., racism.*? Third, even though there is some agreement
that it targets groups or individuals based on their group
membership or identity,*>* there is disagreement about
whether HS can only target pre-determined ‘protected’, i.e.,
minority, groups.! The group-relatedness of HS becomes
apparent when itis situated within the taxonomy of harmful
online content of Banko et al. (see Figure 1).*® With the cate-
gory Hate and Harassment they cover content that torments,
humiliates, undermines, or frightens victims. While they
recognize that content types are not mutually exclusive,
they differentiate Doxing, Insult, Sexual Aggression, Threat
of Violence, Identity Attack, and Identity Misrepresentation.
Since HS can involve not only overt group-related attacks
but also derogatory stereotypes,” it covers both of the latter
two content types. Fourth, HS definitions often focus on one
of three aspects: The intention of the person expressing it
(1), the content of the speech and its form (2), or the effect
on the target (3).4142
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Figure 1: HS within the taxonomy of harmful online content by Banko
et al.*® Adaptation of the taxonomy by the authors.

Developing a novel HS definition goes beyond the scope
of our work. However, based on the narrative review of con-
ceptual literature above and given our domain of interest,
we regard the following aspects as critical for the selection
of an adequate definition:

1. HSshould be defined with reference to its content. This
seems suitable for LEAs and RCs since they also identify
it on this basis. Articulators’ intentions and effects on
victims may be difficult to ascertain.*?

2. It should also cover subtle forms of HS that work,
e.g., with negative stereotypes, metaphors, irony, or
humor,*** as these can also justify or reinforce dis-
crimination against groups.?

3. Itshould not narrow down targeted groups, as new tar-
gets can emerge over time.”’ This also seems important
regarding the work of LEAs and RCs.

4. Since HS is not defined in German criminal law,* LEAs
and RCs may also be concerned with cases below the
threshold of criminal liability.

The HS definition by Fortuna and Nunes [20, p.5] corre-
sponds to these considerations but needs to be adapted to
suit the law enforcement and RC domain. First, it should
be narrowed down to online content. Second, it should be
defined irrespective of data modality, as not only textual but
also visual, audio, and audio-visual material can constitute
HS. Third, reference to exemplary targeted group character-
istics should be omitted to ensure brevity. Accordingly, we
adopt the following definition in this work:

Online HS is internet content, irrespective of data modality, that
attacks or diminishes, that incites violence or hate against groups,
based on specific characteristics. It can also be expressed in subtle
or humorous ways.
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2.2 Situational awareness

In order to prevent and respond to HS effectively, LEAs
and RCs need to establish situational awareness and under-
take informed decisions. Stanton et al. distinguish three
major conceptions of situational awareness in research.
These focus on the interaction between individuals and
the environment,” individuals’ cognitive sub-systems,*® or
individuals’ perception and understanding of the environ-
ment with progressive degrees of insight.** As we want to
investigate practice-relevant information types within the
environment of LEA and RC staff engaging with HS, the lat-
ter conception with its three awareness levels is particularly
suitable as a conceptual framework. Specifically, Endsley
[9, p.36] differentiates “the perception of the elements in
the environment within a volume of time and space, the
comprehension of their meaning and the projection of their
status in the near future”. In an effort to adopt the concept
for cyberspace, the term cyber situational awareness was
established. It refers to the state of knowledge of actors that
enables them to perceive the relevant elements in the cyber
environment (e.g., current situation, impact of the attack,
adversarial behavior, as well as quality and trustworthiness
of available information) within a particular volume of time
and space, to comprehend their meaning, and to project
their status in the near future.!1>%0

Although it is conceptualized as a subset of situational
awareness, it cannot be considered in isolation because
events in cyberspace often impact the physical world, e.g.,
financially, socially, or politically.>'~>® Its growing impor-
tance within public administration is reflected in numer-
ous national cybersecurity strategies.'* Especially profes-
sionals in formalized security organizations like computer
emergency response teams (CERTSs), whose work is partic-
ularly challenging due to the necessity of coordination and
information exchange, benefit from continuously improv-
ing their situational awareness.’ The term cyber situational
awareness is often related to knowledge about occurrences
in one’s own network, but CERTs have to look way further
“to gain a common operational picture of the threat environ-
ment in which the constituency is operating” [55, p.17]. Due
to the growing number of attacks and security breaches,
the volume and variety of potentially relevant data and
data sources are increasing, and thus, maintaining adequate
cyber situational awareness is increasingly dependent on
the properties and capacities of the tools used.>®>’

However, due to its focus on cybersecurity threats, the
notion of cyber situational awareness does not account for
the specifics of managing cases of hateful content, such as in
the HS response activities of LEAs and RCs. Still, some works
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examine situational awareness of LEAs, including a mixed- Moreover, to enhance situational awareness, researchers
method study for identifying themes of police-specific sit- propose an ecosystem for the combined use of augmented
uational awareness® and an interview study on its role reality and Al in patrolling and tactical scenarios,® an inter-
in everyday and high-risk tactical police interventions.”® active dashboard for fire and police departments,”® and a

Hate Speech

Targeted Immediate Criminal
Group? Threat? Relevance?

am

Religion No Threat Irrelevant Relevant

Race / Color

Complaint Ex Officio

Sexual Multilabel Multilabel Multiclass

Orientation

Foreign
Ideology

§90a

Socioeconomic

Religious
Status

5188 Ideology

§ 90b

Political w_
Conviction
Physical m_

Condition

aana:
HEG%RY

Behavior

Sexual
Identity

HoHGR

Figure 2: HS classification scheme developed in Baumler et al.*° The grey labels characterize the classification tasks. PMK = politically motivated crime.
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mobile visual analytics approach for criminal, traffic, and
civil incidents.%! Yet, none of these conceptual, empirical,
and technical studies focus on the specifics of situational
awareness in HS response. Finally, the HS classification
scheme for German LEAs and RCs of Bdumler et al. that
differentiates HS by targeted group, the conveyance of an
immediate threat, and criminal relevance (cf. Figure 2),%
is of interest to our work but does not adopt a situational
awareness perspective.

2.3 Hate speech response technologies

Computer science researches various technologies that may
be leveraged to assist LEAs and RCs in online HS response.
Concerning HS gathering, there are three major research
directions. First, there is user-centered research in HCI on
tools that support victims or witnesses in documenting and
reporting hateful content. Whereas LEAs and RCs usually
offer e-mail contacts and self-administered web portals for
reporting,> one center provides a mobile app whose devel-
opment, however, was not accompanied by research.5 Yet,
there is user-centered research on tools to support targets of
gender-based harassment in evidence documentation and
report generation.'®!”

Second, detection algorithms can identify HS content
as part of proactive monitoring. There exists extensive
research in Al, machine learning (ML), and natural language
processing (NLP) on its binary detection.®*-% While most
approaches focus on textual HS,'®?° there is some research
on its detection in visual®’% or audiovisual data.'® While
so far most HS detection models are implemented as black
boxes, i.e., without disclosing the reasoning behind algo-
rithmic decisions,’” some works investigate how interface
design can improve algorithmic transparency and explain-
ability for content moderators,®”% LEA staff,”’ or internet
users.%

Third, beyond content detection and reporting tools,
open-source intelligence (OSINT) can be leveraged for gath-
ering information on HS. OSINT refers to “the collection,
analysis, and use of data from open sources for intelli-
gence purposes” [70, p.677]. Among other use cases, OSINT
methodologies are crucial in monitoring alternative social
media and understanding the spread of hateful content
across platforms and channels.”" In context of HS, inte-
grating them with advanced computational techniques, e.g.,
NLP, ML, or graph neural networks, can enable the recog-
nition of perpetrator, target, and topic relationships,’> the
identification of malicious users,” and the tracking of hate-
related keywords.”

Concerning analysis, there is research on sub-type clas-
sification and visual analytics. For content moderators,
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LEAs, and RCs, the type, target, severity, or legality of HS
may be relevant. Thus, granular HS classification attracts
increasing attention. Al and NLP research often addresses
this as a multi-class problem.® However, this assumes mutu-
ally exclusive labels. Individual content may include vary-
ing hostility patterns and target different group affiliations
simultaneously.”>”> Moreover, in some jurisdictions, several
criminal norms may apply to HS content simultaneously.®
Multi-label HS classification addresses this issue but still
receives limited attention.’® Models are available for hate
types,”>?+76 targets,”>’%"" and hate patterns,’®’® while for
criminal norms, only one training dataset exists.?’

Beyond that, there is research on the visual analysis of
online HS data. Some works investigate the visualization of
temporal and geographic HS diffusion with maps.®%8! Oth-
ers propose dashboards to examine its dissemination with
social network analysis, e.g., by visualizing trends, illus-
trating associations with real-world events, or highlighting
perpetrator relationships.'>?

Most of these works do not involve users. At the same
time, those with an empirical grounding are mostly unre-
lated to the law enforcement or RC domain, instead target-
ing internet users or content moderators. Thus, a research
gap exists regarding the identification and systematization
of information types relevant to this domain that can inform
the design of HS response technologies.

3 Methods

To investigate relevant information types for acquiring sit-
uational awareness of online HS, we adopted a qualitative
research design encompassing 29 expert interviews>** with
LEA and RC staff (Section 3.1) and a subsequent thematic
analysis of the empirical data (Section 3.2). To create the
interview guide, we engaged with the interview design
of studies on technology support in other security-critical
contexts.®”~# It included open questions on organizational
structures and services, reporting and monitoring HS, ana-
lyzing and handling it, collaborative practices, and chal-
lenges. As we conducted the interviews as part of a research
project to develop technologies and strategies against HS,?
not all interview content is relevant to this study. The guide
varied to some extent between LEAs and RCs to accommo-
date their different functions.

3.1 Data collection: expert interviews

Following a targeted convenience sampling approach, we
contacted German LEAs and RCs accepting reports on online
HS from Germany. Twelve individuals from eleven LEAs
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and 17 individuals from eleven RCs agreed to participate,
of which 14 were male and 15 were female. We use iden-
tifiers to refer to the interviews throughout this paper
(L1-12; R1-17). From LEAs, we interviewed officials from
five state (L1-5) and three federal (L6-8) police authorities,
as well as public prosecutors from four attorney general’s
offices (L9-12). From RCs, we interviewed staff of three
centers focusing on online HS (R1-7), three centers accept-
ing reports on different types of illegal content, includ-
ing criminally relevant HS (R8-11), and centers that han-
dle reports of antisemitic (R12-13), antiziganist (R14), or
queer-hostile incidents (R15) and digital violence (R16-17).
We involved organizations with varying scope, as they all
engage with at least some types of online HS. Table 1 pro-
vides detailed information on the interviewees and organi-
zations. After obtaining their informed consent, we held all
interviews digitally between March 2023 and August 2024.
On average, they lasted 60 min. We audio-recorded and held
them, with one English exception (R7), in German. Participa-
tion was not compensated.
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3.2 Data analysis: thematic analysis

After transcribing and anonymizing the interviews, we per-
formed a thematic analysis following Braun and Clarke®!
with the software MAXQDA 24 to systematize the empir-
ical data. Given the flexibility of the approach and the
exploratory character of our research, we considered it
well-suited for elaborating information types relevant to
acquiring situational awareness of HS. As there is no pre-
vious work on situational awareness in this domain, the
themes guiding our analysis were identified inductively
during the exploration and coding of the empirical material
without a pre-defined coding frame. For inductive theme
discovery, we followed Mayring’s processual approach for
category formation.®> Based on our research question, we
defined our selection criterion for relevant content and
categories’ level of abstraction. Then, one author analyzed
the material in an initial iteration, coding all text that
matches the selection criterion. He formulated initial the-
matic categories for concrete relevant information types

Table 1: Organizations’ type and geographic area of responsibility, as well as the interviewees’ organizational role and gender.

No. Organization Area Interviewee’s role Gender
L1 Criminal police State Chief commissioner Male
L2 Police State Police director Female
L3 Criminal police State Chief commissioner Male
L4 Police State Commissioner Male
L5 Criminal police State Chief commissioner Female
L6 Police National Commissioner Female
L72 Criminal police National Chief commissioner Female
L82 Criminal police National Criminal director Male
L9 Public prosecutor’s office State Public prosecutor Female
L10 Public prosecutor’s office State Senior public prosecutor Male
Lm Public prosecutor’s office State Senior public prosecutor Female
L12 Public prosecutor’s office State Public prosecutor Female
R12 HS RC National Head of team Male
R22 HS RC National Case manager Female
R3? HS RC National Case manager Male
R42 HS RC National Case manager Female
R52 HS RC National Case manager Female
R6 HS RC National Head of team Male
R7 HS RC International Operational manager Male
R8 Illegal content RC National Desk officer Male
R9 Illegal content RC State Desk officer Female
R10° Illegal content RC National Desk officer Male
R112 Illegal content RC National Legal counsel Male
R12 Antisemitism RC National Scientific officer Female
R13 Antisemitism RC State Case manager Male
R14 Antiziganism RC National Scientific officer Male
R15 Queer-hate RC State Head of team Female
R162 Digital violence RC National Head of counseling Female
R172 Digital violence RC National Legal counsel Female

Subsequent interviews marked with # were conducted with employees of the same organization. RC = reporting center; HS = hate speech.
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Table 2: Overview of the information types described by interviewees with frequency of mention by individual LEAs and RCs, differentiated by

awareness sub-type.

Type LEAs RCs Interviews
Hate type 9 6 L1-6, L8, L10, L12, R1, R3, R4, R7, R12, R14-16
Victim Targeted group 4 6 L2, L6, L7, L9, R1-5,R6,R9, R12-14
Victim’s identity & contact 9 5 L1-7,L11, L12, R1, R3, R13-17
Victim’s location 5 6 L1, L2, L7, L1, L12, R1, R12-16
Perpetrator’s profiles 10 2 L2-12, R2, R4, R5, R9
Perpetrator’s activities 9 1 L2-4,16-12,R5
Perpetrator Perpetrator’s IP-address 5 L2, L5, L8-10
Perpetrator’s identity 1 6 L1-12, R8-10, R14, R15, R17
Perpetrator’s location 8 3 L1-5, L8, L9, L12, R2, R8, R9
Platform 10 7 L1-6,L8-19, L12, R1, R3, R4, R6, R7, R9-12, R16
Event relation 6 2 L2-4,110-12, R1-4,R17
Context . .
Discourse relation 9 8 L1, L3-11, R1-6, R8, R11-14, R17
Extremism relation 5 4 L2, L4, L7,L9,L11, R1-6, R8, R16
Direct link 8 7 L3-9, L11, L12, R1-6, R8-11, R15, R16
(Audio-)visual evidence 10 8 L2-12, R1-6, R8-10, R13, R15-17
Evidence Reporter’s identity & contact 7 10 L1, L5-7, L10-12, R1-14, R16
Incident time 4 4 L6, L9-11, R1-5, R8, R12, R14
Documentation time 3 2 L7, L9, L10, R1, R5, R8
Content availability 5 3 L5, L7-10, L12, R1, R2, R9, R16
Criminal relevance 1 1 L1-12,R1-17
Legal Criminal norm 1 9 L1-12, R13-6, R8-12, R14-17
PMK type 5 1 L1-4,17,18,R6
Thr. Physical threat 5 3 L1, L2, L5, L7, L8, L11, R1-5, R8, R16

Thr. = threat; PMK = politically motivated crime.

during this process. If the selected text matched an already
established category, it was assigned to that category. Oth-
erwise, a new category was created. After coding a quarter
of the interviews, the authors reviewed the categories and
decided that the level of abstraction and selection criterion
were adequate. Then, the rest of the material was coded.
This resulted in a coding scheme that the authors reviewed
a second time. During this step, the categories and their def-
initions were refined. In addition, meta-themes that reflect
not concrete information, e.g., perpetrators’ identities, but
high-level awareness sub-types, e.g., perpetrator awareness,
were inductively formed through thematic clustering. Two
researchers then used the revised coding scheme to code
all material in a second iteration. They discussed difficul-
ties and borderline cases to enhance consistency and coded
six interviews parallely to assess coding quality (~20 %;
L2, L4, L8, L10-12). MAXQDA was used to check intercoder
agreement. The resulting kappa coefficient of 0.78 following
Brennan and Prediger® indicates substantial agreement.®’-!

1 We followed Kuckartz and Rédiker®’ to assess intercoder agreement
at the segment level and considered codings a match if there was at
least 95 % overlap.

The final coding scheme consisted of six meta-themes and
23 categories and can be found in the Appendix, whereas
Table 2 provides an overview of the categories and their
occurrence in the individual interviews. In the subsequent
section, we structure our results by the identified meta-
themes and use core statements for illustration.

4 Results

In the interviews, 23 information types of relevance for
acquiring situational awareness of online HS were raised.
We organized them into six awareness sub-types, induc-
tively generated by thematic clustering (cf. Table 2). They
represent abstract ideal types, each covering one specific
dimension of situational awareness of online HS. In the
following, we will refer to the overall situational awareness
of online HS among LEA and RC staff, which encompasses
these sub-types, as cyber hate awareness (CHA). The infor-
mation types allocated to the sub-types are primarily rele-
vant for establishing situational awareness on the respec-
tive dimension. However, we must emphasize that they can
secondarily inform other dimensions. Consequently, there



94 = | Biumler et al.: Cyber hate awareness

Evidence

Threat

Perpetrator Victim

Figure 3: Illustration of the six identified CHA sub-types and their
intersections. Intersections indicate that information types primarily
assigned to one sub-type are secondarily relevant to others. Lower-level
sub-types typically inform higher-level ones.

are intersections (cf. Figure 3). In the following subsections,
we first introduce the respective CHA sub-type and outline
its relationship to the others. We then describe the informa-
tion types, with a focus on their significance for LEAs’ and
RCs’ work, relations with information from other sub-types,
and relevance for the projection level of CHA. We use direct
quotes to illustrate key points.

4.1 Victim awareness

Victim awareness refers to the perception of information
relating to those targeted by HS and the comprehension
of its significance in the situational context. High aware-
ness may further permit projections of future develop-
ments regarding hate targets. Victim-related information
can further be significant for establishing context or evi-
dence awareness and may be of value in assessing the legal
and threat dimension of hate. Four information types can
primarily be assigned to this sub-type.

As HS attacks or denigrates targets based on their group
membership or identity, information on hate types, ie.,
which abstract group affiliations are targeted by it, has sig-
nificance for several LEAs and RCs. The same applies to
the specific targeted groups. These differ from hate types,
as they do not refer to the kind of group affiliation, e.g.,
religion, but to the specific group attacked, e.g., Muslims.
Individual HS may be attributed to several hate types and
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target several groups at once, as many victims are attacked
in connection to more than one group-related attribute:

That is often the case, especially when it concerns women, that
there is not only one angle. So it is often the case that one says:
Based on skin color and from a gender perspective, women are
an affected group (R1).

Particularly, when slang or veiled group-related slurs are
used, it may be necessary to consider the individual context
when establishing which hate types and targeted groups
are present. Both information types have minor relevance
for prosecution but are an invaluable component of sit-
uational pictures on the dissemination of hateful online
content within specific jurisdictions or online spaces. Their
cross-case analysis allows to comprehend the HS exposure
of different social groups over time and an anticipation
of upcoming trends. In addition, some RCs leverage the
information to recommend tailored, e.g., group or hate type
specific, external counseling services to victims.

Information on victims’ specific identity, contact
details, and location is, by contrast, of greater significance
for the day-to-day operation of LEAs and RCs, especially for
prosecution. However, this information is only available for
content that is targeted at concrete persons. It is particu-
larly important for instances of complaint offenses (Antrags-
delikte), such as defamation or insults (cf. Section 4.5).
Here, a criminal complaint must be obtained from affected
individuals, which is only possible if their identity and con-
tact details are known:

In these cases, it is simply not possible for the victims to remain
anonymous. This means that we actually need the contact details
(L12).

In the case of ex-officio offenses (Offizialdelikte), such as
incitement, this information may be helpful but is not
essential. Accordingly, most RCs allow anonymous report-
ing. Knowledge of victims’ location, e.g., their place of
residence, is furthermore relevant in three regards. First,
many organizations use it to assign a case to a regionally
responsible police station or public prosecutor’s office if
the perpetrator’s place of residence is still unknown (cf.
Section 4.2). Second, in some RCs, victims are referred to
local counseling services if they know their place of res-
idence. Third, it is relevant for all cross-case situational
pictures on the dissemination of online HS that encompass
a spatial dimension, e.g., on targeted groups or criminal
offenses within a certain jurisdiction. For instance, hate
crime hotspots may be identified on that basis:
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Of course, it’s nice for us to be able to recognize areas of concen-
tration. Is it a regional hotspot and what is the reason for this?
Perhaps it’s due to a perpetrator who is a persistent offender (L2).

4.2 Perpetrator awareness

Perpetrator awareness refers to the perception of informa-
tion related to perpetrators of HS and the comprehension
of its significance in the situational context. Information
on this can also be useful for understanding the broader
context of hateful content and may constitute evidence.
Moreover, it often contributes to comprehending the legal
and threat dimension of hate. Five information types can be
primarily assigned to this sub-type.

Considering a perpetrator’s online activities can be
essential to comprehend the scope and dynamics of HS.
Information on a perpetrator’s online behavior, such as the
frequency and nature of their posts, affiliations to groups,
and interactions with others, provides valuable insights for
LEAs. Such information helps to identify patterns, assess the
threat level, and determine the appropriate legal response.
Repeated HS dissemination amplifies severity and may
influence the outcome of criminal proceedings:

Repetition of the actions is an important criterion. Individual
incidents can also be serious, but repeated behavior strengthens
the case as a hate crime (L6).

Alongside online activities, perpetrator’s social media pro-
file(s) and IP-Address are information types that help LEAs
and RCs determine the identity of anonymous perpetrators.
For LEAs, this information is crucial for initiating crimi-
nal proceedings, assessing potential threats, and develop-
ing prevention programs. However, uncovering perpetrator
identities in the digital realm can be challenging. Perpe-
trators frequently use pseudonyms, faked e-mail addresses,
virtual private networks (VPNs), and disposable accounts,
rendering identification complex:

The challenge lies in determining who is behind the account. That
is our everyday work.... Many use VPN tunnels and fake emails
that they use for 10 minutes to register an account and then delete
(L3).

LEAs employ various methods to overcome identification
challenges, including OSINT investigations and filing data
requests to platform operators. Some also rely on cross-
referencing information from multiple cases to detect pat-
terns and connections. As part of this, they prioritize data
that may uniquely identify an account, such as account
IDs, account URLs, IP addresses, and timestamps, as those
usually remain constant. Especially IP addresses are often
a key piece of data for identification, but obtaining and
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utilizing them can be challenging due to legal and procedu-
ral constraints.

Finally, information on the perpetrator’s location, i.e.,
their place of residence, is of importance for both crim-
inal proceedings and operational purposes in LEAs. As
hate speech often transcends regional boundaries, knowing
where a perpetrator resides allows assigning HS cases to
LEAs with appropriate regional competencies:

Of course, if you have a perpetrator, or if it comes through a
reporting office and you can identify a perpetrator, then it goes
to the station where the perpetrator is based (L1).

When the perpetrator’s location is unknown, LEAs may
resort on the victim’s location to determine the responsible
authority. In cases where a physical threat is likely, the
location is also relevant for initiating emergency measures,
e.g., sending police officers to the perpetrator’s address.

4.3 Context awareness

Context awareness refers to the perception of information
related to the social contexts in which HS is disseminated,
the comprehension of its situational significance, and the
anticipation of developments in this regard. It intersects
with victim and perpetrator awareness as information asso-
ciated with it may contribute to those sub-types and vice
versa. Contextual information can be evidence and crucial
for determining content’s legality and threat potential. It
encompasses four primary information types.

Information regarding the platform or website on
which HS content was published is of significance to LEAS
and RCs. First, for many RCs and police agencies, knowledge
of this is a prerequisite for notifying operators about such
content and thus initiating its deletion. For LEAs, this is also
important if user data has to be requested from operators to
identify anonymous perpetrators. Second, the information
is also relevant when generating situational pictures. In
light of CHA levels, this relates not only to understanding the
current situation by pinpointing temporal trends, but also
projecting them into the future. Changes may indicate that
hate dissemination is shifting to particular platforms:

Things are often promoted via well-known platforms, but then
the users migrate to others and that’s where all the criminal
activity actually happens. So it’s always important to recognize
these trends and developments early on (L8).

Such insights allow LEAs and RCs the adaption of monitor-
ing activities and the demand-oriented design of prevention
and awareness-raising measures.

Several LEAs and RCs emphasize that knowledge on the
relation of HS content to specific events, such as criminal
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incidents or political events, is highly relevant. This can not
always be objectively determined. Often an interpretation
within the conversational context is required if references
are only implied or emerge from other content. Some LEAs
and RCs conduct HS monitoring in context of specific events
to understand the dynamics of HS dissemination in their
vicinity:

We also do some monitoring and check whether you can really
pin it down to one trigger, one date, one event and what effect it
has. For example, state elections. (L2)

Some also record event-relations of processed cases and
present corresponding data to decision-makers. Since
knowledge on respective trends may allow a projec-
tion of incident numbers, event attribution also informs
the projection level of CHA. This can influence resource
planning, case prioritization, and the anticipation of
potential threats (cf. Section 4.6) necessitating immediate
action:

I think an acute situation like this has the most potential for
something to happen. In other words, that some kind of action
will follow (R4).

For many LEAs and RCs, the relation of HS to broader
social or political discourses, e.g., on the war in Ukraine
or the Covid-19 pandemic, has comparable relevance. Such
links are not always apparent in the content itself, but
often stem from its conversational context and may thus
require interpretation. Links to discourses are particularly
relevant for situational reports on case volumes, as it allows
conclusions about the evolution of topics on which HS
is disseminated. Such insights are not only valuable for
understanding the current situation, but also its projection.
In some instances, discourse-related trend data not only
serves as a basis for decision-making within the organi-
zation itself, but is also provided to other administrative
or political decision-makers. It can inform the initiation of
measures, such as increased protection of facilities, necessi-
tate upgrading technologies such as Al detection algorithms,
affect the allocation of resources, and trigger the initiation
of targeted monitoring:

We always have to be up to date with current events. There’s a
weekly report, a quick monitoring on current cases. For example,
the Ukraine war, the coronavirus pandemic (R2).

Finally, to some LEAs and RCs the extent to which HS content
or its creators are connected to anti-constitutional activities,
i.e.,, whether there is an extremism relation, is important.
Often, this cannot be determined from the content itself
and requires interpretation. Respective information may
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influence case prioritization and the forwarding of con-
tent and profiles to domestic intelligence services, which
focus on monitoring and countering extremist efforts. In
context of CHA, it is also used to anticipate future extremist
activities:

You have tolook at this separately from criminal law, because that
is often not even about specific offenses, but about activities that
can then lead to them. A storming of the parliament or whatever
(RD).

4.4 Evidence awareness

Evidence awareness refers to the perception of information
that is relevant as evidence during the investigation and
prosecution of potentially illegal HS and the comprehension
of its significance in the context of the current situation. It
intersects with victim, perpetrator, and context awareness,
as information pieces from those often constitute evidence,
and contributes to legal and threat awareness. Six informa-
tion types can be primarily assigned to it.

A direct link to specific HS content is required by most
RCs and LEAs. This type of information primarily refers to
the content’s URL. For certain content types, e.g., longer texts
or video and audio files, additional information may also be
valuable:

If a video has thousands of comments and we get the URL, it takes
us a long time to find the comment. If the video is two hours long
and there is a potentially relevant minute, then a time code helps
us in addition to the URL (R6)

Direct links are particularly important during evidence doc-
umentation, for RCs before a case is forwarded to other
organizations and for LEAs in the context of investiga-
tions. If they are unavailable, a time-consuming search
may be necessary, or it may be impossible to proceed.
Furthermore, direct links are also relevant for request-
ing content deletion from platform operators. Therefore,
some RCs require the indication of a URL in their reporting
portals.

As HS content may be deleted or hidden before or dur-
ing its processing by LEAs or RCs, (audio-)visual evidence
is required for a successful assessment and subsequent
investigations and criminal proceedings. In case of textual
or visual content, this usually entails screenshots. In case of
audio-visual content, it can also be recorded and saved as
a file. Three different types of (audio-)visual evidence are
considered particularly relevant. First, evidence document-
ing the specific HS content. Second, evidence documenting
the immediate conversational context, e.g., an initial post
or thread. Third, evidence documenting the perpetrator’s
profile. As regards screenshot quality, it is emphasized that
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they should ideally include the URL of the depicted content
or profile and a time stamp:

We always need the criminally relevant comment or post. Then
the initial post, the context in which it was posted, and then a
screenshot of the user’s profile. The screenshots should all contain
the URL and preferably the time (L9).

Visual evidence should be documented as early as possi-
ble. RCs often offer uploading options for screenshots on
their reporting portals. In addition, RCs and LEAs conduct
separate evidence preservation for both reported and self-
identified content, if possible.

Information on the reporter’s identity and contact
details is only available if HS content has been externally
reported. Since many RCs also allow anonymous reporting,
they and subsequently LEAs often do not have this informa-
tion. The data can be identical to the identity and contact
details of the victim (cf. Section 4.1). During case processing
itis helpful but not essential to have a contact option, e.g., by
e-mail. Especially if reported HS has already been deleted or
is not publicly accessible, evidence and contextual informa-
tion may be requested:

We have cases were things are reported from closed user groups
...and if we say there is not enough for us to evaluate, we ask if
there is anything that can be sent afterwards (R1).

If criminal proceedings are initiated, the reporter might also
appear as a witness. Furthermore, RCs can only provide
feedback if contact information has been provided.

The incident time, i.e., the date and time HS content
was published, has significance for LEAs and RCs as it
represents the time of offense for criminally investigated
cases. In some RCs, it further influences the case processing
order. Across cases, the information is relevant for all ana-
lyzes, reports, and situational pictures on the dissemination
of online HS that cover temporal trends or specific time
frames.

The documentation time of HS content, i.e., the con-
crete date and time evidence was preserved, is instead only
relevant for individual investigations and criminal proceed-
ings. It is important to enhance the admissibility of (audio-
)visual evidence in court. Ideally, it is incorporated directly
into the evidence:

So I would want a piece of evidence. With a good time stamp.
Because we have people claiming that their account was hacked.
That they weren’t responsible (L7).

The availability of HS content, i.e., whether it was and still
is publicly accessible, is relevant in two regards. First, it
is important information during evidence documentation.
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Publicly accessible content can be documented by RCs or
LEAs themselves. In the case of unavailable content, it is nec-
essary to contact the reporting party and request evidence.
On the other hand, the availability and therefore potential
reach of content can be relevant in criminal proceedings,
e.g., when determining the sanction.

4.5 Legal awareness

Legal awareness refers to the perception of information
concerning the legality of HS, the comprehension of its case-
specific and cross-case significance, and the projection of
the dissemination of illegal HS into the future. It is obtained
by interpreting information from the other CHA sub-types
and comprises three main information types.

For almost all RCs and LEAs, the general criminal rel-
evance of online HS constitutes important information. An
often preliminary assessment of criminal relevance deter-
mines how cases are handled. Most RCs forward potentially
criminally relevant cases to responsible LEAs or support
victims in filing a criminal complaint. In non-criminal cases,
victims are nonetheless often supported, either in content
deletion, by providing counseling, or by referral to external
counseling services. Public prosecutor’s offices initiate an
investigation if there is an initial suspicion of a criminal
offense, in the course of which they and supporting police
authorities gather evidence, clarify the perpetrator’s iden-
tity, and specify criminal norms. If the suspicion is con-
firmed, they will file charges. Otherwise, the investigation
will be discontinued. Determining whether content is crim-
inally relevant requires an interpretation of various infor-
mation from other CHA sub-types. Accordingly, extensive
efforts are usually required to generate this information:

In the best case, I have all this information.... Otherwise, the
identity of the suspect must be established, then the statement
and the context must be evaluated (L10).

Whereas RCs’ determination of criminal relevance is more
preliminary, LEAs undertake a more extensive, rigorous,
and evidence-bound assessment, as criminal proceedings
may initiated on this basis:

This can sometimes be very difficult, extensive. A statement that
the perpetrator made in one minute may require a lengthy exam-
ination by the public prosecutor, who may also have to consult
case law (L10).

Beyond that, data on criminally relevant HS can also be used
to deduce and project trends. This can, e.g., inform resource
planning within the organization.

When examining criminal relevance, most LEAs and
RCs check the applicability of individual criminal norms.
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Several German criminal norms are potentially applicable
to online HS.** While it may be possible to assess candi-
dates for some offenses solely based on content, e.g., public
incitement to commit offenses (§ 111 StGB), it is particu-
larly important to consider contextual factors for others. For
instance, when assessing cases of defamation (§ 187 StGB) it
is crucial to consider the (un-)truthfulness of person-related
statements. Generally, several criminal norms can apply to
individual HS simultaneously. Information on potentially
applicable criminal norms is particularly important for RCs,
as different types of offenses are forwarded to separate
authorities. The differentiation is also important for LEAs,
since in the case of complaint offenses, the victim of HS must
file a criminal complaint for further prosecution, which is
not required in the case of ex-officio offenses. In the former
case, the authority must have knowledge of the victim’s
identity and contact details (cf. Section 4.1).

The applicable criminal norms are naturally also rel-
evant for subsequent criminal proceedings. Beyond that,
aggregated data can also provide a valuable basis for com-
prehending and projecting trends:

We are also heavily indicator-based. To manage our resources and
identify deficiencies, but also to provide our partners with key
figures regarding offenses, which offenses are in focus, and the
success of our measures (L8).

Another information that should be considered separately
is the attribution of criminally relevant HS to a politi-
cally motivated crime (PMK) type. While this information
has only relevance for one RC, interviewees from several
LEAs stated that they evaluate HS according to discernible
political motivations, primarily to provide data for crime
statistics. There is a uniform federal framework with the
following mutually exclusive PMK-types: PMK - right, PMK
— left, PMK - foreign ideology, PMK - religious ideology,
PMK - other/not assignable. Within CHA, aggregated data
on this is essential for understanding and projecting trends
regarding the political motivations of perpetrators. It can
inform future crime prevention efforts and internal train-
ing:

If there has been an extreme increase, for example in the area of
PMK - right, you can say: Okay, we need to do more in prevention,
perhaps make the departments more aware, and also look into
why there has been this increase (L3).

4.6 Threat awareness

Threat awareness refers to the perception, comprehension,
and projection that an immediate physical threat to indi-
viduals, groups, or institutions is conveyed by HS content.
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We consider it separately because, although it involves the
interpretation of information from other sub-types, it does
not match any of them. In addition, LEAs and RCs often take
exceptional measures in case of a corresponding character-
ization of content. Several of them review reported or iden-
tified HS early to determine whether a threat is conveyed:

The first thing you look at is whether measures need to be taken
immediately. Does it involve any threats, any specific dangers
for someone? And that is of course always the first thing that is
checked (L1).

If a potential threat can be deduced, e.g., in case of direct
or veiled calls for violence, these organizations immediately
inform the responsible sections within the state criminal
police office (LKA) or federal criminal police office (BKA) so
that those can initiate security measures. This may involve
sending police units to threatened actors or perpetrators:

With experience, you know what tends to indicate lethal or seri-
ous violence. We immediately have in mind that there is a risk
aspect.... And we approach the authorities in the respective state
quite quickly. If it’s acute, they can visit the house. Or talk with
the threatening person (L7).

This awareness sub-type is heavily dependent on interpre-
tation. Perpetrators’ intentions must be comprehended and
available information must be evaluated to project the like-
lihood of a threat.

5 Discussion and implications

To investigate information types relevant for acquiring situ-
ational awareness of online HS in the German law enforce-
ment and RC domain, we employed a qualitative research
design encompassing semi-structured expert interviews. By
conducting a thematic analysis of the interview data, we
identified, as our first contribution, 23 information types of
practical relevance for these organizations (C1). They cor-
roborate previous findings on domain-relevant hate speech
differentiations with regard to targeted groups, immedi-
ate threats, and criminal relevance,?*° but also encompass
additional aspects. To systematize the types in light of the
situational awareness framework, we inductively clustered
them by thematic dimensions. The resulting six high-level
and domain-specific situational awareness sub-types victim,
perpetrator, context, evidence, legal, and threat awareness
are our second contribution (C2).

Both findings constitute initial steps towards a domain-
sensitive situational awareness framework. Following the
situational awareness concept of Endsley’ and extensions
for the cybersecurity domain,'*"> we view cyber hate
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awareness (CHA) as a state of knowledge of actors that
enables them to perceive information pieces related to
online HS within a specific volume of time and space (1),
to comprehend their meaning and significance (2), and to
project their status to the near future (3). As online HS can
have consequences beyond the internet, e.g., psychological
effects on victims®® or physical hate crimes,"! and infor-
mation from non-digital sources can be important for its
handling, we do not consider CHA to be strictly limited to
cyberspace.

HSresponse technologies can enhance CHA in LEAs and
RCs, especially in the face of information overload due to
high case volumes. Based on our findings and in consider-
ation of the state of research, we derive ten design impli-
cations (D1-10) for reporting, OSINT, Al-classification, and
visual analytics tools as a third contribution (C3). Then, we
outline the limitations of this work and suggest directions
for future research.

5.1 Implications for reporting tools

The majority of HS cases that LEAs and RCs handle are
based on reports. To ensure that transmitted data can con-
tribute meaningfully to CHA, in particular evidence aware-
ness, both the scope and quality of information must satisfy
the recipients’ requirements. If this is not the case, a time-
consuming inquiry for additional information or manual
search and documentation effort may be necessary.?® This
has implications for reporting tools.

Reporting tools should account for both reporter and
recipient perspectives (D1): Both LEAs and RCs offer pub-
lic channels for reporting HS, mostly e-mail contacts and
web portals.>? However, their appeal and usability remain
uncertain as there is a lack of user-centered research on
their design. Previous HCI research involved targets of
gender-based harassment in developing documentation and
report creation tools.'®'” However, none of these tools allow
the submission of reports to LEAs, RCs, or similar organi-
zations, and the requirement elicitation was limited to the
reporting side. Researchers designing such tools should thus
engage with both reporters and recipients to ensure good
usability, user experience, completeness and actionability of
transmitted data, and data privacy and security.

Reporting tools should facilitate evidence documenta-
tion (D2): The fact that LEAs and RCs frequently receive
insufficient URLs and (audio-)visual evidence suggests that
securing and submitting such information can be challeng-
ing for the reporting party. This could be addressed by
providing easy-to-understand instructions within report-
ing tools that explain step-by-step how to create sufficient
screenshots, i.e., with timestamp and URL, and generate
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URLs pointing directly to HS content. Technical support for
evidence documentation would be even more convenient,
e.g., by enabling reporting tools to capture sufficient (audio-
Jvisual evidence and automatically retrieve correct URLs.
Previous research on online harassment documentation
tools offers suggestions to this end.'6

5.2 Implications for OSINT tools

If reported information is not sufficient for handling cases
or initiating criminal proceedings, or if LEAs proactively
examine cases, OSINT investigations can be utilized to
gather additional information alongside traditional inves-
tigative approaches and data requests at platforms. We can
formulate two implications for OSINT tools that assist with
this.

OSINT tools should allow evidence documentation (D3):
Some interviewees, especially from police agencies, use
OSINT to collect perpetrator-related information. Our find-
ings suggest that OSINT tools for detecting and character-
izing hate networks,”” tracking hate-related keywords,’* or
identifying malicious users” presented in recent research
may be beneficial for enhancing perpetrator, victim, and
context awareness in LEAs and RCs. However, what these
tools have in common is that they have no documenta-
tion functionality for acquired information. Yet, evidence is
essential in our domain, especially in preparation for crim-
inal proceedings. Thus, OSINT tools should provide docu-
mentation functionalities, such as generating (audio-)visual
evidence or saving URLs and metadata.

OSINT tools should follow privacy by design princi-
ples (D4): With OSINT tools, LEAs and RCs can effectively
collect relevant information and thus strengthen their
CHA. However, authorities are subject to particular restric-
tions regarding the collection and processing of personal
data, especially from uninvolved third parties. State-of-the-
art tools for hateful content have no safeguards in this
regard.”>~"* Riebe et al. further show that privacy issues
are rarely considered for similar tools in cybersecurity con-
texts.? Privacy by design principles should thus inform the
development of novel solutions to ensure their applicability
and the legal admissibility of gathered evidence. Research
on OSINT in other law enforcement contexts can provide
guidance.”®%

5.3 Implications for Al-classification tools

In LEAs and RCs, the assessment of HS with regard to
its relevance under criminal law, present hate types, tar-
geted groups, extremist relevance, and immediate threats
is essential for the initiation of responses. Especially if large
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data volumes induce information overload,** there is poten-
tial to use Al to evaluate corresponding content according
to these aspects. In light of our findings, there are several
implications for designing such tools.

Classification tools should be capable of multi-label
classification (D5): Some of the most important assess-
ment tasks in the investigated domain can entail the
simultaneous assignment of cases to several subcategories,
e.g., extremism types or criminal norms. However, multi-
label HS classification has generally received little scien-
tific attention.® Available models for hate types or tar-
geted groups are limited to a few classes.?” 247577 For
classification by extremism type or criminal norm, no
models are available, and end user-centered tools are
limited to binary classification.'»67-6%% Thus, designers of
classification tools should put a strong emphasis on imple-
menting models for practice-relevant multi-label tasks.

Classification tools should only perform a pre-
assessment (D6): The assessment of HS is often complex,”
highly context-dependent,”’” and influences far-reaching
decisions, e.g, on criminal proceedings or security
measures. Erroneous decisions may thus have serious con-
sequences. Therefore, within classification tools, AI should
only perform a pre-assessment to support human decision-
making, e.g., as part of a preliminary case prioritization
or allocation. To avoid algorithmic over-reliance, user
interfaces should highlight the preliminary nature of the
assessment, communicate limitations and error rates, and
encourage users to question and alter the assessment.
As part of this, explainable artificial intelligence (XAI)
approaches may render decisions more comprehensible.
Benefits of XAI in HS classification have been researched,”
but only for binary tasks.

Classification tools should be adaptable to evolving
requirements and contexts (D7): Within the law enforcement
and RC domain, assessment criteria for HS can evolve over
time. For instance, the assessment of content’s criminal rele-
vance may be affected by the advancement of the legislative
framework and case law, or novel hate types or targets may
emerge due to a shift in discourse. In addition, some LEAs
and RCs conduct monitoring in context of specific events or
discourses, where generic HS classification tools may only
be of limited use. Designers should, therefore, implement
steps to ensure the long-term applicability and short-term
adaptability of detection tools. One way to increase model
flexibility might be to tailor pre-trained large language mod-
els (LLMs) to the application domain.** These could then be
fine-tuned for specific tasks or contexts, i.e., by using few-
shot learning approaches that require only a small amount
of training data.”® Data augmentation, i.e., the generation of
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artificial training data,’® might be particularly helpful when
fine-tuning such models if only limited data for novel hate
types, events, or discourses is available.

5.4 Implications for visual analytics tools

The goal of visual analytics research is to turn informa-
tion overload, which might be induced by the large vol-
ume of reported incidents or irrelevant public data consid-
ered for OSINT, into an opportunity. Decision-makers, such
as in LEAs or RCs, should be enabled to examine large-
scale, multi-dimensional, multi-source, and time-varying
information to achieve a situational overview and make
effective decisions in time-critical situations.”’” From this
perspective, our research suggests three design implications
concerning data collection, data modeling, and analysis of
hate speech incidents.

Visual analytics tools should facilitate the modular inte-
gration of reporting and OSINT data sources (D8): While
reporting tools are the backbone for data collection in LEAs
and RCs, our interviews indicated that OSINT tools help
to enrich reported data or allow for the proactive identi-
fication of additional cases. Both channels rely on diverse
information sources, such as apps, e-mail, social media, and
web portals. Combined with the issue of regularly chang-
ing application programming interfaces (APIs),”®% it seems
important to provide opportunities for the modular integra-
tion of data sources. While results from reporting and OSINT
might be shown in separate feeds with individual cases, the
interface should facilitate relationship awareness'? if, e.g.,
OSINT data is required for the handling of a reported case
or a cross-case analysis is conducted to identify connections
and patterns.

Visual analytics tools should enable the analysis of con-
text, perpetrator, and victim information (D9): The execution
of visual analytics tasks requires the definition of a proper
data model.?” By conducting our interview study, we estab-
lished a nuanced understanding of context, perpetrator, and
victim information, which is required to develop such a
data model in future work (see, e.g., a data model for cyber
situational awareness'®). This is also a prerequisite for
the display, aggregation, visualization, and exploration (e.g.,
zooming, filtering, and details on demand>®) of CHA data on
the interface level. Based on aggregated temporal data on
incidents, affected social groups, and used platforms, visu-
alizations should enable the analysis of specific timeframes
(see, e.g., [102]), temporal trends, and future projections as
a foundation for mitigation and response strategies. Fur-
thermore, a map view might be a promising complement to
highlight the locations of victims, perpetrators, responsible
authorities, or counseling services (see, e.g., [13,103]).
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Visual analytics tools should integrate XAl into their pro-
cessing pipeline (D10): Our results suggest that Al should be
used to enrich factual information with predictive informa-
tion to allow for a rapid prioritization of incoming reports,
especially if an immediate physical threat risk was pre-
dicted. While our interviewees acknowledged the impor-
tance of human decision-making, the integration of visual
analytics and XAI'* seems promising to facilitate the under-
standing of algorithmic classifications. This allows for a
more effective model reconfiguration, e.g., by leveraging
data augmentation®® and few-shot learning,” if the perfor-
mance is insufficient or legal conditions change. Another
potential of visual analytics lies in the visualization of Al-
detected discourses, topics,'% and events.'% This could help
in the detection of temporal trends for projections and reac-
tive measures.

5.5 Limitations and future work

Our research is subject to some limitations. First, the find-
ings of qualitative research are influenced by subjectivity.
Our interviewees’ responses are shaped by their individual
perspectives and experiences. Moreover, our interviewing
style can influence response behavior, and our data anal-
ysis depends on our interpretations.'”” Therefore, a stan-
dardized quantitative survey on relevant information types
with staff at LEAs and RCs could be implemented in future
research. Triangulation with our data could decrease the
impact of subjectivity, while in-depth insights into ratio-
nales and practices are still feasible.!® Second, our sample
exhibits shortcomings. On the part of the LEAs, we only
interviewed mid-level or senior staff, often with a coor-
dinating function. This was not intentional, but resulted
from contacted organizations’ suggestions of interview part-
ners. Given the lack of representation of case managers or
staff with other non-coordinating roles, certain information
types of relevance to their work may have been missed.
Future research could uncover potential biases by obtaining
a more heterogeneous sample. Third, while we also cannot
claim validity for all German LEAs and RCs, the generaliz-
ability of our findings outside the German context is par-
ticularly difficult to assess. Since we only interviewed one
RC with an international scope and no non-German LEAs,
some information types and CHA sub-types might be specific
to the national context, especially those centered around
criminal investigations. Cross-country research could thus
examine which information types are of international rel-
evance. Fourth, we specifically focused on the law enforce-
ment and RC domain to approach situational awareness of
online HS. We did not consider the perspectives of other
stakeholders engaging with online hate, such as content
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moderators, intelligence agencies, and civil society moni-
toring projects. While there is user-centered work on com-
bating HS with these actors, situational awareness perspec-
tives are missing. Therefore, we see potential in following
the example of cyber situational awareness research,'!
pursuing a sound conceptualization of CHA in future
work.

6 Conclusions

In this work, we employed a qualitative research design
encompassing semi-structured expert interviews (N = 29)
with staff from eleven LEAs and eleven RCs and a the-
matic analysis to investigate information types relevant
for acquiring situational awareness of online HS in the
German law enforcement and RC domain. We identified
23 information types of practical relevance and clustered
them thematically into six high-level situational aware-
ness sub-types. Victim, perpetrator, context, evidence, legal,
and threat awareness constitute key elements of domain-
specific cyber hate awareness (CHA) and partly inform each
other. Finally, we deduced ten design implications by dis-
cussing our findings in light of the state of research. Thus, we
contribute to HCI research with an empirical foundation for
the user-centered design of HS response technologies and an
initial step towards a situational awareness framework for
online HS.
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Appendix A: Coding scheme

Coding scheme created and applied during the thematic
analysis with meta themes (bold) and categories (italics).

V - Victim Awareness

— V-1 Hate Type

— V-2 Targeted Group

— V-3 Victim’s Identity & Contact
— V-4 Victim’s Location

P - Perpetrator Awareness

—  P-1 Perpetrator’s Profiles

—  P-2 Perpetrator’s Activities
—  P-3 Perpetrator’s IP-Address
— P-4 Perpetrator’s Identity

—  P-5 Perpetrator’s Location

C - Context Awareness

—  C-1Platform

—  C-2 Event Relation

— (-3 Discourse Relation
— (-4 Extremism Relation

E - Evidence Awareness

—  E-1Direct Link

—  E-2 (Audio-)visual Evidence

—  E-3 Reporter’s Identity & Contact
— E4Incident Time

—  E-5 Documentation Time

— E-6 Content Availability

L - Legal Awareness

—  L-1Criminal Relevance
— L-2 Criminal Norm

— L-3 PMK Type

T - Threat Awareness
—  T-1Physical Threat
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