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Abstract: Interaction-free usage (IfU) will be one of the
quantitatively dominant forms of computer use in the
future. In qualitative terms, this form of use will cover
a wide range of applications, also software that supports
communication and cooperation. Digital twins for cooper-
ation and communication will be employed by individual
users to maintain a variety of social networking activities.
Generative Al will play a decisive role in this development,
autonomously identifying user needs, replacing the pre-
dominant form of use through prompting with question-
and-answer dialogs. These dialogs will also be used to pre-
configure systems for IfU phases. The counterpart to IfU,
which will become ever less-frequent, is intervening inter-
action, when users intervene to explore and adjust the per-
formance of Al-based systems in exceptional situations or to
optimize them for future task handling.
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1 A personal review of previews

Since the 1980s, our team has often faced the challenge of
forecasting developments in the realm of Human-Computer
Interaction (HCI) and collaborative computing, includ-
ing areas such as Computer-Supported Cooperative Work
(CSCW). As specialists in work-related IT support, our work-
ing assumption was that technology development is driven
by industries seeking to improve economic efficiency, espe-
cially labor productivity. Consequently, we focused on inno-
vations in the tools provided by management for increas-
ing worker productivity within organizations. This focus on
tools, local organizations and the efficiency of task handling
brought some shortcomings for HCI-development forecast-
ing:
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— The tool perspective helped us anticipate phenomena
such as digital photography. We also understood how
computers would become a medium but saw it being
a tool to support communication and coordination in
organizations. However, we had a notable blind spot:
we did not foresee social media and social networking,
exemplified by platforms like Instagram.

— By focusing on efficiency gains for work tasks in local
organizations, we failed to anticipate the profound
impact of IT-supported globalization on the labor land-
scape where workers in traditionally industrialized
nations found themselves increasingly compelled to
compete with a global workforce.

— By assuming that technological innovation mainly fol-
lows the patterns of increasing economic efficiency
in companies, we encountered difficulties foresee-
ing the implications of the shift towards consumer-
oriented applications and its consequential effects on
HCI research. While early innovations in HCI were pre-
dominantly driven by advances in the workplace, this
trend was reversed with the rise of the internet and
web-based mobile applications, wherein private and
consumer usage surpassed the technical level of many
office environments in the working world.

The focus on HCI for supporting work in companies expe-
rienced a watershed when, with the development of the
World Wide Web, Web 2.0 and smart phones, more and
more applications were developed to be used only occasion-
ally. This break necessitated the systematic consideration
of occasional users and led to significant new challenges
for usability research and experience design. As consumers,
users were increasingly confronted with a multitude of pos-
sible applications on the internet or on their smartphones,
several of which they could run in parallel. Consumer-
orientation became a driving factor including the consum-
ing behavior as an inexhaustible source of data for market-
ing. Marketing oriented exploitation of HCI led to increasing
efforts of observing and recording people’s behavior and,
subsequently, to increasing capabilities for surveillance and
its societal impacts.

In addition, media communication, social media and
networking have not only enabled and encouraged people
to use multiple applications, but also to get and stay in
touch with a large number of other people who may be

B open Access. © 2024 the author(s), published by De Gruyter. [ EXN This work is licensed under the Creative Commons Attribution 4.0 International License.


https://doi.org/10.1515/icom-2024-0005
mailto:thomas.herrmann@rub.de
https://orcid.org/0000-0002-9270-4501

180 = T.Herrmann: Interaction-free usage of Al

spread all over the world. This trend could be observed early
in the 1980s through sociological studies on the increasing
use of telephony® One noticeable tendency that can be
derived from the studies is the behavior of people of seeking
distance in proximity and proximity in distance. With the
emergence of social media, the concept of socio-technical
systems introduced in the 1950s was challenged by a dissolu-
tion of boundaries. The boundaries of what was understood
as a system could no longer be related to individual teams or
companies. With the emergence of social media, the socio-
technical orientation was given a new justification, but one
in which social exchange takes place across companies and
borders.

Our rather cautious predictions of the development
speed of AI were mostly more appropriate than the exag-
gerated visions articulated in AI research. An example is
the translation of natural spoken language, envisioned early
on by AI researchers.* They also posited that Al should
be adept at engaging in conversations resembling human
dialogues as a kind of assistant, particularly for tasks like
database research or hotel reservations.’ These approaches
were among the long-standing suggestions that Al could
provide assistants that support people in their everyday
tasks. However, even the conversational Al that has recently
become available, such as ChatGPT, is not able to recognize
the needs of users in a dialogue. The way ChatGPT is real-
ized, based on large language models, does not yet allow it
to ask inquiries that lead to a deeper understanding of users’
needs or characteristics. From these shortcomings and expe-
riences with past attempts to anticipate the development
of HCI, we derive some consequences that will guide the
following sections. To make more appropriate forecasts we
must understand that:

— Technology is driven more by the focus on consumer
needs and their role as marketing addressees and data
providers than by the pursuit of efficiency gains within
companies.

—  Global distribution is more relevant than innovation in
single companies.

— The multiple options for connecting with people
and - partially simultaneously - using software
applications and information sources are constantly
expanding.

— From a socio-technical perspective, the boundaries of
social systems are blurring, and this expanded social
context is a key driving factor.

— Thetool perspective is supplemented or even overcome
by the media and network metaphor or by conversa-
tional agents.

DE GRUYTER

- The focus shifts from job-oriented tasks to be supported
by HCI to everyday tasks.

2 A possible focus: interaction-free
usage

Our prediction of the future evolution of HCI is that the
predominant HCI-mode will be “no HCL,” or, more precisely,
the prevailing of phases where usage takes place without
fine grained interaction as a continuous flow of control and
response. HCI for exercising control will still play a role but
will be reserved for those situations were something goes
wrong, or expectations of users emerge that are not met by
the system.

We think that “interaction-free usage” (IfU) is a com-
mon phenomenon where, for example, machines, robots
and autonomous vehicles start and run at least for a while
without influence by direct human control. However, IfU
is only marginally described in the literature.5 We define
“interaction-free usage” as phases of usage during which all
people who benefit from the system do not have to input
data that are meant to intentionally and explicitly control
or influence the system. The more often these phases occur
during the use of a system and the longer they last, the more
the application of this system is an IfU case. IfU does not
exclude reading, watching or listening, but will reduce the
need for continuous monitoring of IT-based processes; it is
usually accompanied by phases of configuration, testing and
re-adjustment.

The reasons why IfU will increasingly dominate are
related to the phenomenon of the “invisible computer”’ due
to which users are using more and more computers. In addi-
tion, in future one or more users will not only benefit from
one, but from a multitude of simultaneously running IT-
based processes. Users will not be able to directly control all
these processes because of their sheer number and/or their
complexity: they will lack sufficient resources to exercise
continuous and detailed control of every process. A typical
example is the smart home with several ongoing processes
to control air conditioning, lighting, shading of windows,
watering of plants, alarm functions etc.® The computers
behind it may be invisible, but the processes they produce
should be visible enough® to allow the user to be aware that
they are functioning and check reliability or appropriate-
ness. Other examples where people benefit from IT-driven
processes are monitoring, advice and countermeasures in
health care; notifications and warnings; monitoring logistics
and adaptation of transporting systems and routes; and
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production surveillance. The processes in these contexts

can be of a purely technical nature or the result of socio-

technical integration by workflows where phases of IfU are
completed with phases of task handling by people.
We suggest the following differentiation of cases of how

IfU is enabled:

—  Implicit interaction'® where users’ actions are not pri-
marily aimed as input for a computerized system but
which such a system can interpret as contextual change
that should trigger a certain process or the provision of
a certain output. A simple example is a motion detector
that controls lights: People approach a house and the
light turns on although they had not intended their
movement to function as an intentional system input.

- Furthermore, the general development of changes in
the system’s context — not directly caused by users —
can be exploited to trigger automated processes. Exam-
ples are switching on lights when natural light wanes
or when a road junction is reached by an autonomous
vehicle. While the change in the first example is inde-
pendent from the system, the second is influenced by
the autonomous process.

— A simple case of IfU is that an automated process is
just started by the user as it is the case with washing
machines, and where the system has usually only to
monitor its internal states.

— A specific case are processes that monitor the data
available via internet — e.g. to present notifications if
a certain product is available or if stock prices exceed
certain thresholds.

- Acertainkind of context that can be explored for IfU are
changes of body-based parameters of a user for health
support or emotion detection.

There are several technological developments that will sup-
port the emergence of IfU. The further development of Al in
the field of image and pattern recognition or the analysis
of scenes will help to analyze the situational context and
thus obviate user input. The detection of outliers based on
machine learning will help to reduce the need for attentive
monitoring of IT-based processes. Al not only supports the
monitoring of the situational context, but also of machine
decision-making and action. A typical example is Al-based
intelligent warehouse and logistics processes, where the
need for human involvement is gradually reduced, both
in routine tasks and in complex decisions by dispatchers.™!
Generative AI will help to eliminate a lot of fine-grained
editing in the creation of texts, websites, software or pre-
sentations by humans. This not only applies to business
life, but also supports the everyday lives of consumers:
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Translations into other languages are produced without
time-consuming research; letters, emails and presentations
can be created without fine-grained editing. Numerous apps
on smartphones take on monitoring tasks and suggest suit-
able measures to the user at the right time, such as terminat-
ing a contract. The associated completion of forms for this
type of tasks can also be taken care of.

The main driving forces for the further development
of IfU are likely to be societal rather than technical. The
sociological discussion points to a multi-option society? or
an increasing acceleration of aspects of our lives’® in which
we carry out several tasks and contacts with other people
in parallel — not only in business life, but also in everyday
life. The provision of apps that enable IfU increases the
possibility of using more and more options. The IT industry
has recognized and driven the need to be surrounded by
multiple options for action and wide-ranging social inter-
actions and offers software that simultaneously produces
marketing-relevant data while being used. IfU is a perfect
ally for increasingly parallelized consumption processes.

These circumstances contribute to an increase in the
extent of interaction-free phases when using IT. It has also
to be mentioned that a fluent transition will take place
between interpreting the behavior of users as actions of
explicit control on the one hand and implicit interaction
on the other hand, as may be the case with eye movement
or sensing of brain activities. It is important to realize that
IfU does not suddenly appear in its most developed form in
a specific domain but is the result of a transition between
different levels of proactivity ranging from fully interactive
to fully automated. A typical example is the development
of autonomous vehicles.” In a first step, the lowest level
of full control by the driver is merely supplemented by
assistive functionality. At a next level, drivers need to be
ready to take control when needed, and at the highest level
we have IfU, where a driverless car could be sent to a specific
location to pick someone up. In a more general model, for
instance Parasuraman & Sheridan'® present ten stages of
such a transition.

One counterpart to IfU are intervention user interfaces
as proposed by Schmidt and Herrmann'® in the context of
human-centered Al to keep the human in the loop. Schmidt
requires that “... systems must make their state observable
and provide ways for humans to see how to intervene and
predict the outcome of their interventions” [17, p. 3]. Inter-
vening interaction is an activity of users that temporarily
changes the behavior of an automated process. It can be
considered as an ad hoc change based on an extraordinary,
unplanned control by humans, which is effective only for
a certain time slot or for a limited area of the automated
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processes (such as a certain parameter of an air condition-
ing system). Accordingly, intervention means that phases of
IfU can be interrupted by stopping them for a while or by
exceptional phases of fine-grained control. The possibility of
intervention complements concepts such as explainability
and trust calibration in the context of AL It should not only
be possible to intervene in automated technical processes.
It is also important for socio-technical workflows where
people must be able to veto Al-generated decisions instead
of simply having to execute them. Intervention interfaces
must provide robustness so that interventions can be easily
started, completed and terminated, and so that their effect
can be revised. Interventions can also be considered as
input for the training of machine learning (ML) systems,
leading to user-driven continuous improvement.!®

As Al advances and more intervenability allows users
to mitigate a larger number of unsolicited effects, more
phases of IfU will become possible. This is primarily a quan-
titative effect (see Section 5).

3 Interaction-free usage in the
socio-technical context of
collaboration and communication
support

If we look at IT support of collaboration and communica-
tion between humans, it might be questionable whether
phases of interaction-free usage will be highly relevant in
the future. A typical example is the usage of messenger
apps: we can watch people spending a lot of time posting
messages. We see people actively collaborating with each
other by sending mails, providing slides, parts of software,
drafts in all areas of design etc. However, many conversa-
tional tools and text editors already offer auto-completion
of text. Why not provide drafts or even send messages that
are produced by generative Al such as ChatGPT? One can
imagine typical situations where one says goodbye to visi-
tors and ask them to send a message if they have arrived
home. Sending this type of message could eventually be
taken over by AI as a result of implicit prompting based
on the identification of context changes. Future users might
only need to initially configure whether and in what style
such a process of sending messages is started. Proposals
for emails in the business context are already available.!

1 See https://www.grammarly.com/offering: “Instantly generate clear,
compelling writing while maintaining your unique voice.” Retrieved
at12th of Januray 2024.

DE GRUYTER

We can imagine that a huge variety of types of tasks that
contribute to collaboration with others might be provided
by widely interaction-free processes, such as drafting slides,
making plans or extracting short lists.

In the context of human-centered artificial intelligence
(HCAI),> we have ongoing discussions about the role Al-
agents could play within teams of collaboration settings,
such as human-Al teaming® or human autonomy teaming.?!
The idea here is that Al can present an autonomous agent
that takes the role of a teammate collaboration partner or an
assistant with whom one runs natural language dialogues
to specify needs to be met. In this context, the question
arises of what kind of tasks such an Al-agent might take
over, how it will be controlled, how trust calibration works
etc.2-24 By contrast, the case of Al being used mainly in the
mode of IfU to let the Al take over a user’s collaborative or
communicational tasks is slightly but decisively different.
It is a kind of like using an agent that serves as someone’s
cookie manager? If an Al-agent serves as a teammate or
an assistant with whom one continuously talks, it might be
easy to document what it has provided and what others —
maybe human collaborators — have contributed. In the case
of the cookie manager that works in the background, it is
still the person using it who is the originator of certain
decisions and who is responsible for it, similarly to cases
where someone gives privacy consent or accepts ‘general
terms and conditions’.

We call the constellation where someone lets an Al-
driven interaction-free process represent him- or herself
within collaboration a ’digital collaboration and conversa-
tion twin’ (digital CC-twin). We consider this a specifically
new quality of IfU that goes beyond the type of IfU that
has been already established as described in the previous
section. Such a digital CC-twin will help users to stay in
contact with numerous people. People will be challenged
to decide how to realize their communicative contributions
by choosing possibilities within the fluid transition between
two poles: enjoying the experience of self-authored commu-
nicational exchange with others and increase the number of
people and the extent of communicative actions within their
social interaction by employing digital CC-twins. When peo-
ple ask ChatGPT to draft their emails, this is an example of a
possibility within this fluid transition. If the digital CC-twin

2 We suggest that HCAI is most clearly characterized by concept of
hybrid intelligence that has “... the ability to accomplish complex goals
by combining human and artificial intelligence to collectively achieve
superior results than each of them could have done in separation and
continuously improve by learning from each other.” [19, p. 275].

3 See https://www.onetrust.com/products/cookie-consent/Retrieved
at12th of Januray 2024.
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Figure 1: Frequency of types of usage.

is applied predominantly, the only remaining real experi-
ence would be watching the stream of message exchange
containing their allegedly personal but Al-produced posts.
One reason to use this is that people do not want to lose
certain options of maintaining possible collaboration part-
ners by being inactive. The digital CC-twin corresponds with
the tendency of “seeking proximity in the distance and dis-
tance in proximity”? which is completed by a trend we see
within social networking constellations that a multiplicity
of potential options for staying in contact with others is
preferred to individual, concrete experiences. The question
is to what extent such a CC-twin can be used without inter-
action. We can imagine using a messenger to keep in touch
with someone by having it automatically produce messages
such as congratulations, keeping others informed about
events in their personal life and even generating simple
communicative responses to greetings or announcements.
The automated conversation could mirror the exchanges
people have with their core social group. Only occasionally
might humans intervene to add a non-routine exchange to
a thread of conversation.

Another, more business-oriented example can be
expected for documentation tasks in the healthcare sector.?
AT agents can observe the processing of care tasks in order
to derive implicit prompts for documenting the progress of
care procedures. This is based on Al solutions that can both
evaluate contextual cues and generate textual entries. This
would enable the automatic completion of forms (when did

fine-grained,
continuous interaction

what happen) as well as informal notes that help the care-
giver to improve or justify their decisions.?® We assume that
documentation work is generally a communicative task,
as the documents can potentially be accessed by others.
It makes a subtle difference whether such documentation
tasks are delegated to Al as a team member or taken over by
a digital CC-twin who acts as a representative of the person
who is responsible for the documentation work.
Employing a digital CC-twin is like having somebody
whom I allow and whom I trust to stand in for me, and who
can become active on my behalf to interact collaboratively
with other humans. Here it becomes obvious that trust cal-
ibration is relevant.?* Explainability?’ is a crucial addition
to trust calibration, as it helps to maintain trust even when
the system behaves unexpectedly — as long as it is able
to explain its behavior. Whether IfU becomes real depends
on the willingness of people to leave their communicative
activities to an IfU-AI agent and on the trustworthiness of
this agent. We assume that digital CC-twins will be used as
long as the balance between effort and risk on the one hand
and benefit on the other is positive.? If people cannot trust
that the benefit will outweigh the risk, trust will decrease,
and they will feel a constant need for control and switch to a
mode where the Al agent only makes suggestions that need
to be confirmed or corrected by a proactive user before a
contribution is submitted. This could be less efficient than
writing the post oneself. Overtrust will also be a problem,
as an Al agent may act in a way that the human behind it
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may be embarrassed about afterwards or even face legal
consequences such as claims for damages. It is therefore
desirable — but possibly not envisaged by future providers
— for a digital CC-twin to issue prompts from time to time,
prompting the user to check the reliability of the system and
readjust it if necessary. Consequently, trust calibration has
to be supported®* and users must be able to subordinate
digital twins to their own communication and cooperation
habits, for example by being able to intervene, configure
and test them.

4 The role of human actors:
relations of symmetry and
asymmetry

To employ IfU, users first must be able to configure an Al
agent, to check in advance by explorative usage compati-
bility with their own preferences and to supervise it, espe-
cially if they allow themselves to be represented by the Al
in exchanges with other humans. Obviously, phases of IfU
need to be accompanied from time to time by interaction
modes that require proactive contributions from the user.
The subtle balance between proactive phases and IfU must
be maintained and dynamically adapted to the contextual
conditions of use, for example by considering the different
levels of automation mentioned above.’> Continuous feed-
back is required so that the user can understand what is
being automated and with what impact. Providing this feed-
back without overtaxing the user’s attention is a challenge
that must be overcome technically. Furthermore, it is also
important that the industry is willing to proactively comply
with legal and ethical regulations.?® So far, it is difficult to
imagine what suitable feedback mechanisms would look
like. One solution for the digital CC-twin could be to view
feedback as a collaborative task where trusted friends issue
warnings when the twin exhibits undesirable behavior.

We consider the question of how much oversight and
control is exercised while employing IfU as a question of
whether there will be more of a symmetric or asymmetric
relationship? between humans and Al agents. There are
some examples that suggest a symmetry. If the user can
prompt Al to do something, AI could also be able to prompt
the user by, for example, asking for additional data or asking
for a check of the correctness of entered data. It is remark-
able that conversational Al-systems do not currently prompt
people to answer certain questions that specify the users’
needs. Thus, user-driven prompt engineering is currently
considered the dominating paradigm for using generative
AL Presumably, this will not last. Once current dialogs
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with generative Al have built up a sufficient base of training
material, these systems will be able to ask questions that
guide users to describe their needs. A further example for
symmetry would be if not only humans, but also Al can
intervene in how the task is handled by the other side, e.g.
by providing critique.®! Also, assistance could be a recip-
rocal phenomenon. Usually Al-systems assist human users.
Kamar3? proposes a type of hybrid systems where Al can
ask humans for assistance. In the current discussion on
HCAI explainability is demanded as an essential charac-
teristic of Al Future developments will establish symmetry
also if humans can be asked by AI to explain their behav-
ior as a way to improve itself, for example after an inter-
vention. These are tendencies that will establish symmetry
between human and AI sides, i.e. that will enable interac-
tions between humans and AI where both carry out the
same type of actions.

There are also examples of asymmetry where certain
activities are reserved for either humans or Al exclusively.
For instance, testing by end-users, particularly after re-
configuration has taken place, will be a case of asymme-
try. Interventions could take place just for the purpose of
analyzing how the system works and reacts. This is a form
of testing, in the sense of questions about what could hap-
pen if a parameter is temporarily changed. Herrmann and
Pfeiffer3 discuss this in the case of Al-based predictive
maintenance. This kind of testing might — or at least should
— be reserved to humans. Answering what-if questions may
be difficult for human users and it would be perceived as
inappropriate if AI were to ask people trick questions to
see how they react. Furthermore, we can imagine humans
excluding an Al agent from a team, but it is hard to imagine
this happening in reverse. Another example is persuasion:
we can assume that AI systems are trained to persuade or
nudge humans to do certain things, e.g. to drink enough
water or to take a break after cognitively demanding tasks.
But can we also imagine having to persuade an Al system to
perform certain tasks? Furthermore, will we configure the
reactions of a generative Al especially a digital CC-twin, but
will we allow for the same configuration options in reverse?
It will be more likely that we will allow the Al system to
train humans, but we may not want to understand this as
a process where humans are configured by the AL

Obviously, it will be important to maintain a last but
decisive and crucial degree of asymmetry in the relation-
ship between humans and Al to allow humans to exer-
cise oversight. This is especially true for supervising, (re-)
configuration and subsequent testing, at least to see if the
system meets relevant expectations. In the near future, test
environments to check the reliability of IfU in advance
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will be an important task for interface design. In addition,
the formulation of prompts could increasingly be supple-
mented or replaced by configuration. Instead of requir-
ing users to provide explicit prompts, they will rather be
supported by AI agents, which will be able to use context
changes as implicit prompts that enable interaction-free
delivery of content.

What kind of task sharing will arise in dealing with
computers under the conditions described above? In our
opinion, two trends will emerge. On the one hand, tedious
routine tasks will be performed by IfU. For example, the
completion of documentation tasks could be delegated to
an agent that represents the person who has to document
his or her work. The selection, review and orientation by
configuration and testing of this representative is then still
the responsibility of the human actor. This becomes clear,
for example, in the case of writing medical assessments,
for which the physician bears full responsibility. Automated
creation of these letters is limited decisively by the indi-
vidual qualities of each patient case. However, the aim is
also to ensure that errors are largely avoided. The impor-
tant task remains to continuously optimize the phases of
IfU for the writing of medical assessments to maintain the
personal perspective of the doctor and to take all individual
patient circumstances into consideration. This optimization
can be achieved through interventions on the one hand and
question-and-answer dialogues triggered by Al on the other.

A second possible tendency will be that people will
choose a niche in which they want to be better than Al for
example because this is the area in which their performance
and skills can best develop. This may be the case in the
professional or private sphere. It could be design tasks, for
example, where individual style and creativity are impor-
tant, thus increasing the chance of attracting customers.
Interior design would be a suitable example of this. For the
task handling process, it could be a typical procedure to first
have an Al-based solution developed* and then see how one
can significantly go beyond the level of the Al-generated
solution with regard to individuality, creativity, regional
characteristics, etc. In such a scenario, AI will be employed
as a sparring partner for continuously developing one’s own
skills. This will be the type of use that probably still offers
the most opportunities to create positive experiences for the

4 During writing this paper I asked Chat-GPT 4 about IfU (01-10-2024).
It answered amongst other statements: “’interaction-free usage ... does
seem to be relatively under-explored ... the field of HCI has histor-
ically centered around direct, explicit interactions between humans
and computers ... “Interaction-free usage” represents a shift from this
paradigm, focusing on systems that can anticipate and respond to user
needs without explicit commands.”
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user. It remains to be seen whether gaming will represent
such a niche or whether forms of IfU will also predominate
where self-configured Al actors are sent into the field, essen-
tially only to be monitored in their performance.

An ethical perspective justifies the demand that we
ensure that people can distinguish between what has been
generated by AI and what originates from humans.?® From
the perspective outlined here, however, it should be noted
that trends such as the digital CC-twin would make this
more difficult. In approaches where Al takes on the role of
a team member, it is possible to keep a record of what has
been done by which member. However, when configuring
a representative that acts closely aligned with the user’s
preferences and abilities, the transitions are fluid when it
comes to the question of what comes from humans and what
comes from AL

5 Summary

Figure 1 summarizes key hypotheses, presenting the strong
hypothesis that interaction-free usage will become the dom-
inant mode of use quantitatively. A weaker hypothesis
would express that it is one important mode of usage
amongst others that might have similar weight. For the
strong hypothesis it is essential that context changes are
analyzed by Al in order to control autonomous processes
in accordance with users’ needs. For many phases of IT
usage, users will be in a passive mode, in which they will
listen and watch or read text. Active behavior will be more
like confirming a proposal or selecting between options.
The strongly outlined ellipses indicate possible future devel-
opments. Contributions of AI systems will be not trig-
gered primarily through prompting. Prompting as we cur-
rently know it will be replaced increasingly by Al-driven
question-answer dialogs. Dialogs currently taking place
with generative Al are creating the training material for
this feature. Fine-grained direct manipulation will only take
place in niches. In the context of AI and autonomous pro-
cesses, direct manipulation will be implemented through
the design of intervention interfaces that can be used for
exception handling, testing and exploring system behavior.
Interfaces that can be used to test the reliability of IfU
after configuration will be of particular importance. From a
qualitative point of view, the possibility will emerge that IfU
will also be implemented in the area of communication and
cooperation support in the form of digital CC-twins. They
are activated implicitly by users as their representatives and
subsequently analyze context changes to recognize when
and in what form they should communicate or take on
tasks as input for others. Employing digital CC-twins will not
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happen suddenly. It will gradually develop through stages of
modes of use in which communicative contributions will be
proposed, adapted and confirmed by Al thus giving users
the opportunity to find out whether and where they will let
Al become a representative for conversational and collabo-
rative tasks.
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