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Abstract: In recent years, emerging approaches to chatbot-

guided food coaching and dietary management, while inno-

vative and promising in nature, have often lacked long-term

studies. Therefore, with this work, we pursued a participa-

tory approach within a design case study to the co-design

and development of a nutrition chatbot for elderly people.

Overall, 15 participants were directly involved in the study,

of which 12 participated in the initial co-design phase, seven

in the first real-world evaluation study over four weeks,

and three in the second evaluation study over seven weeks.

We contribute to the fields of Human-Computer Interaction

by showing how the long-term use of such a chatbot in

the area of nutrition looks like, which design implications

arise for the development of nutrition chatbots, and how

a participatory design approach can be realized to design,

evaluate and develop nutrition chatbots.
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1 Introduction

Over the last decades, global life expectancy has risen to 72

years [1]. While this is a positive development, the last years

are often spent in poor health, unhappiness, or poverty

[2]. Therefore, the World Health Organization coined the

term “active aging”, which is defined as “the process of
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optimizing opportunities for health, participation, and secu-

rity in order to enhance quality of life as people age” [2].

In connection to health, nutrition is an essential criterion

for the elderly. With increasing age, the demands on nutri-

tion change, which may lead to malnutrition if the diet is

not adjusted accordingly. The consequences are unwanted

weight loss/gain or deficiencies, resulting in an accelerated

need for care and severely affecting the life quality of older

adults. Malnutrition significantly increases the length of

hospital stay, readmission rate, the risk of complications

during surgery and leads to a higher mortality rate [3,

4]. Along with other determinants such as physical activ-

ity and non-smoking, a healthy diet can prevent chronic

illness and increase the quality of life while decreasing

frailty and risk of sarcopenia [2]. While the risk of mal-

nutrition can be reduced by regular visits to nutritionists

and medical experts, the availability and effort required

for traditional on-site or telephone consultations is usually

high. As a result, there have been recent research initiatives

to support a healthier diet: From using gamified systems

[5, 6], to understanding food journaling through social

media [7], to using small “pleasurable troublemakers” [8]

to get people to eat more mindfully [9, 10], to using con-

versational agents and chatbots [11–13]. The focus of this

research is on chatbots due to their potential to provide

older adultswith convenient access to nutrition information

and resources, as well as the ability to track their progress

and receive personalized recommendations [14, 15]. The

general concept of chatbots involves terms that are often

used interchangeably, such as conversational agents (CAs),

virtual assistants, and virtual agents. That said, the core

concept behind these terms is essentially the same; Dale [16]

defines it as “achiev[ing] some result by conversing with

a machine in a dialogic fashion, using natural language”.

In the context of this study, our understanding of chatbots

(unless otherwise specified) means text-based, specialized

digital assistants.

While most of chatbot interventions are usually eval-

uated with a focus on interaction modalities and within a

short period of time (e.g. [12]), we are interested in how the

interaction between older adults and the chatbot changes

over time. In the first weeks of testing new technology,

users’ engagement often is high, but often quickly fades
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in the following weeks [17, 18]. To examine the long-term

perception and interaction with chatbots by elderly people,

we set up a participatory design study following a design

case study approach [19]. Older adult participants tested two

functional prototypes for at least four weeks each, allowing

us to answer the research question, “Howmight a long-term

use of a nutrition chatbot look like?” (RQ1).

Based on the findings of our study, we derive design

recommendations to answer a second research question,

“What are design implications for the development of nutri-

tion chatbots?” (RQ2). In particular, we address the areas of

user control and proactivity, expectation management and

onboarding, input and output modalities and the personifi-

cation/anthropomorphization of nutrition chatbots.

In addition, we share insights andmethods that proved

to be effective during the design and evaluation process,

thereby addressing the research question, “How can a par-

ticipatory design approach be effectively implemented to

design, evaluate, and develop nutrition chatbots?” (RQ3).

The structure of this paper is as followed: First, we

present related work to provide an overview of current

research on voice- and text-based CAs in the context of well-

being and dietary change for older adults and outline the

research questions that guided this study. We then describe

our methodological approach, laying out in detail the setup

of our two user studies. After presenting our insights, we

compare the initial with the redesigned prototype and inter-

pret our findings in light of existing literature. Further-

more, we provide recommendations for other designers of

chatbots and highlight the limitations of our study. Lastly,

we summarize our findings and present further areas of

research.

2 Related work

2.1 Application fields, opportunities and
risks of conversational agents in
healthcare for older adults

In recent years, there has been increased interest in

researching the impact and the design of virtual coaches,

e-coaching systems, and CAs in healthcare, which has led

to a number of systematic literature reviews [14, 15, 20].

While Kocaballi et al. [15] focus on the personalization of

CAs in healthcare, Laranjo et al. [20] provide a general

overview of the use of CAs in healthcare contexts and place

a great emphasis on the underlying scientific methods used

in previous studies. Particularly noteworthy is the study

by Kamali et al. [14], who examined virtual coaches and

e-coaching systems as a means of improving the well-being

of older adults. They promote ‘personalization’ as the pri-

mary intervention technique to promote behavior change.

In themajority of studies, users could set personal goals and

receive tailored messages. Furthermore, virtual coaches

often enabledusers to track their progress through feedback

from the system or self-tracking. In many cases, reminders

were utilized to remind users to enter their data regularly.

Additionally, virtual coaches rewarded users with praise.

Overall, virtual coaches were generally accepted by older

adults. Initial findings show that e-coaching interventions

can have a positive effect, although it often remains unclear

whether these benefits can be maintained in the long term.

While Laranjo et al. [20] reported that the most frequent

issues with CAswere the agent’s parsing of spoken language

and dialogue structure. Wiratunga et al. [21] argue that the

voice agent is ideal for older adults as they are less accus-

tomed to texting on smartphones and Pradhan et al. [22]

found that older adults who were more socially isolated

were most likely to personify the voice assistant (VA) and

find satisfaction in their social needs through surface-level

interactions with Alexa.

2.2 Voice assistants to increase the
well-being of the elderly

Most recent published research in the field [23–26] seem

to pursue mostly voice and speech-based approaches. For

instance, the research group around El Kamali et al. devel-

oped a smart speaker [24] based on a variety of partic-

ipatory co-design methods together with older adults to

improve theirwell-being in the long term [27]. Four different

domains (physical activity, nutrition, social and cognitive)

were designed, which were linked to different coaching

plans and sub goals. As sub-goals from the nutrition domain,

achieving a healthier diet and losing body weight in par-

ticular were most frequently during the evaluation of the

system [28]. In an interview study, Gudala et al. [23] focused

on the advantages and barriers of a VA to provide older

adults with information aboutmedication and remind them

to take it regularly. Similarly, approaches to health informa-

tion management systems were developed using participa-

tory design, againwith the participating older adults design-

ing strongly in the direction of speech and voice-based sys-

tems [29]. Previously, Yaghoubzadeh et al. [30] showed that

the use of participatorymethods increases the acceptance of

virtual agents amongolder adults. Using aprivacy-by-design

approach, Seiderer et al. [26] developed a speech assistant

to make nutrient information for food more conveniently

available to older adults. Razavi et al. [25] focus in their

work on enabling realistic communication with a virtual

avatar to improve the well-being of elderly people suffering
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from social isolation or social anxiety. However, there are

still many open research questions in voice assistant design,

such as perceptions and barriers regarding the use of VAs,

or the effect of anthropomorphized design on older adults

[31].

2.3 Chatbots to promote healthy lifestyles

With regard to text-only chatbots or chatbots that run via

messenger services and thus often also allow for at least

some additional speech input and output, there is less

research that focuses specifically on the well-being and

health of older adults [13, 32, 33]. While studies that used

participatory design to strengthen the health of adolescents

[34] or to improve the mental well-being of individuals liv-

ing in rural areas [35] do exist, they do so without specifi-

cally considering perspectives of older adults. Graf et al. [12]

developed “Nombot” which runs on the instant messenger

service Telegram. Users can monitor their food intake and

track their weight by writing to the chatbot. Users receive

reminders to enter theirmeals; the interval is based on their

motivational type. In a user study, participants preferred the

chatbot over a conventional food tracker application. Simi-

larly, Casas et al. [11] tried to simplify the process of keeping

a food diary by introducing “Rupert”. When first interacting

with this chatbot, users select one of two goals, namely

reducing their meat consumption or increasing their fruit-

and vegetable consumption. In a month-long user study,

authors found that although only 11% reached their goals,

65% of participants still improved their consumption over-

all. When looking at chatbots specifically designed for older

adults, many systems are designed to combat loneliness

and isolation by providing a virtual companion. Ring et al.

[32] developed a proactive CA consisting of a touchscreen

with an avatar for this purpose. It assessed the user’s well-

being, engaged them in small talk, and provided motiva-

tional stories to encourage them to move more. Thus it led

to a reduction in loneliness as measured with the UCLA

loneliness scale [36]. The lonelier a participant, the more

often they talked to the CA [32]. Also focused on mental

well-being, Ryu et al. [33] developed a mental healthcare

chatbot called “Yeonheebot” and showed that the use of

buttons is preferred as many of the older adults strug-

gled to use the keyboard. One of the few examples of a

chatbot designed and evaluated with and for older adults,

which also focuses on diet change, is the chatbot “Paola”

[13]. Thus, Maher et al. [13] showed that older adults were

encouraged to exercise more and follow a Mediterranean-

style diet over a period of 12 weeks. Paola led participants

through the introduction, answered participants’ questions

around the clock, and provided weekly check-ins. Paola did

not proactively contact participants; instead, they received

weekly emails reminding them to check in with the chatbot.

Overall, the intervention was deemed a success. Not only

did participants exercise almost 2 h more each week, but

they also increased their adherence to the Mediterranean

diet.

2.4 Navigating the challenges of novelty
and Hawthorne effects in participatory
design studies

In 1993 participatory design (PD) was coined as a “rich diver-

sity of theories, practices analyses, and actions, with the goal

of working directly with users (and other stakeholders) in

the design of social systems including computer systems [. . . ]”

[37]. In recent years, there has been an increased focus on

involving older adults in the design process of technology

aimed at improving their well-being. Participatory design

and co-design methods provide valuable insights into the

needs and preferences of older adults, leading tomore effec-

tive anduser-centered designs (e.g. [38–40]). However, there

are challenges that need to be addressed to ensure that the

findings of participatory design studies are accurate and

reliable. Two of themain challenges are the novelty [17] and

Hawthorne effects [41, 42].

Novelty effects refer to the phenomenon in which par-

ticipants in a study typically show increased enthusiasm or

positive behavior in the early stages of the study due to the

novelty of the experience with the (IT) artifacts. However,

the impact of novelty on the participant’s experience can be

unpredictable, as it can also lead to negative experiences

[17]. To reduce the novelty effects, it is recommended to

allow participants a period of familiarization with the tech-

nology, or at least to point out the weaknesses of the tech-

nology in an introductory session [17]. Additionally, most

studies (e.g. [43, 44]) attempt to observe the novelty effect

on their results by choosing a longer study period, such

as three to four months. The Hawthorne effect refers to

the phenomenon that participants in a study change their

behavior simply because they know they are being observed

[41, 42]. To address the Hawthorne effect, it is important to

reduce the researchers involvement [44]. Since, however,

researchers especially in longitudinal participatory studies

run the risk of developing close relationships with partic-

ipants that could increase the Hawthorne effect on their

study, Winkle et al. [45] recommend regularly involving

new/unbiased users in the design process.
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3 Research approach and

methodology

Within this chapter, we present our identified research gap

and the overarching research and design framework. In the

past, potential (future) users were often times neither ques-

tioned before the development nor were they involved in

the design process. Previous work (e.g. [38–40]) has success-

fully demonstrated time and time again that participatory

design and co-design with older adults provide interesting

insights into the use of technology and its design of it. Sim-

ilarly, we anticipated that integrating users throughout the

design process can lead to a nutrition chatbot that fits their

personal needs. Thus, our chatbot was developed using par-

ticipatory methods [46]. The design case study as proposed

byWulf et al. [19] acted as our overarching framework.With

the chosen approach we were particularly interested in

examining how a nutrition chatbot for older adults should

be designed to encourage regular interactions as well as

what should be considered when developing a nutrition

chatbot for older adults.

We recognize that we have a similar starting point

to recently published work, such as the studies by Sei-

derer et al. [26], who used a privacy-by-design approach to

develop a speech assistant to provide information to older

adults based on food packaging, Angelini et al. [28], who

used co-designmethods to develop a chatbot, smart speaker,

and an app to improve the well-being of older adults

through various coaching activities, Martin-Hammond et al.

[29], who used a participatory design study to elicit require-

ments from older adults for intelligent assistants and used

them to design concepts for obtaining health-related infor-

mation, and Maher et al. [13], who conducted a long-term

medical evaluation over 12 weeks of a virtual health coach

to increase physical activity and diet intervention of older

adults. However, because these studies were all ongoing

during our study period, we were unaware of the endeav-

ors and outcomes at the time we designed and planned

our study. Interestingly, many of these current approaches

appear to focus purely, or at least primarily, on voice inter-

action [24, 26, 29]. In comparing recent studieswith our find-

ings, such and other intriguing similarities and differences

are revealed and discussed in Chapter 9 in relation to design

implications. Our work provides insights and perspectives

into the design of CAswith a focus on nutritional support for

the elderly, thereby contributing overall design implications

for the design and use of CAs and virtual coaches for healthy

aging and well-being.

3.1 Pre-study

Before developing the first chatbot prototype, we conducted

an extensive pre-study to unravel users’ needs and their cur-

rent use of technology formonitoring their eating habits.We

conducted a group interview in each social setting to cap-

ture any changes that occurred throughout the project. Fur-

thermore, we observed four meetings of a cooking-course

for older adults. This observation was intended to show

what problems arise in preparing and eating meals for our

older participants. Additionally, we conducted interviews

with two nutritionists (N1 and N2). This resulted in one of

these nutritionists providing feedback and domain advice

throughout the chatbot development.

3.2 Design phase

We wanted to include participants’ ideas and requirements

in the design process and therefore conducted four con-

secutive workshops, throughout October to December 2019,

followed by a two-month phase (until the end of Febru-

ary 2020) to complete the first prototype, resulting in a

total of five months of initial design. The first workshop

consisted of a group discussion primarily focused on the

participants’ expectations of the chatbot’s functionality. In

the second workshop, we connected a simple chatbot to the

participants’ devices, so they were able to interact with it.

Afterward, we answered their questions and provided a

more in-depth explanation of chatbots. The session ended

with discussing potential functionalities a nutrition chatbot

could have. Within the next workshop, we presented par-

ticipants an initial paper prototype. Following a Wizard of

Oz approach [47], one moderator took on the chatbot’s role

by reading out pre-formulated statements and reacting to

participants’ input. The last workshop of the design phase

was focused on the content of the chatbot. Before the ses-

sion, we asked participants to come up with five nutrition-

related questions of their interest. Participants then pre-

sented their questions to the group, which naturally led

to a discussion of nutrients, vitamins and their connection

to common age-related problems (e.g., dementia, declining

vision or diarrhea).

3.3 First evaluation and re-design

For the first prototype evaluation in early March 2020, we

rolled out the nutrition chatbot to seven participants. Par-

ticipants then started the conversation and completed the

chatbot’s tutorial independently; we only interfered when

questions arose. Afterward, participants could try out other

features. On average, this rollout meeting lasted 1 h. We
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took notes throughout and finished them after each session.

Afterward, the participants were allowed to use the chatbot

for one month unassisted and without any further interac-

tion with the research team. One month later, we reached

out again and scheduled individual phone calls with all

available participants. We conducted semi-structured inter-

views with four participants and received written feedback

from two participants. Moreover, we collected quantita-

tive data in the form of chat records from all seven par-

ticipants. Additionally, based on the demonstration of the

first prototype, the nutritionist also provided feedback and

offered suggestions for further improvement. We analyzed

the results of the first evaluation phase and subjected the

prototype to an 8-month re-design phase.

3.4 Second evaluation

For the evaluation of the second prototype in late November

2021, we recruited three participants. After completing the

tutorial, participants could try all the implemented features

for seven weeks. Afterward, we again conducted a semi-

structured interview to find out about their impressions of

the chatbot. All of the final interviews were again admin-

istered over Zoom. Participants reported how well they

could interact with the chatbot and how their perceptions

changed over time. Analogous to the evaluation of the first

prototype, we analyzed the chat logs quantitatively (see

chapter 3.6).

3.5 Analysis of qualitative data

Through thematic analysis [48] of the transcribed inter-

views, the authors first constructed individual inductive

codes and, following regular consultation with each other,

merged these into a single coding scheme. To better under-

stand how participants interacted with the chatbot dur-

ing the evaluation period, we also analyzed the chatlogs

through content analysis: When users sent short messages

consisting of one or two words, directly related to a feature

of the chatbot, we interpreted this as an indication that they

regarded the chatbot merely as a machine or a tool. On the

other hand, if they greeted the chatbot, phrased longer sen-

tences with frills (which were unnecessary for the feature

itself), or inquired after the chatbot, we saw this as signs of

a more human-like style of dialogue.

3.6 Analysis of quantitative data

To evaluate chatbot performance, we extracted some quan-

titative metrics from the chat logs. During our literature

review, the most commonly used metrics to measure user

engagement were interaction time and message count. The

latter is defined as the number of messages exchanged

between a participant and the chatbot. Both metrics can

be calculated for the entire interaction with the chatbot

or for each conversation separately. Right now, there are

no established criteria for the quantitative evaluation of

a chatbot. While Zhou et al. [49] only report the longest

interaction time of a conversation, Stephens et al. [50] addi-

tionally report the shortest and average duration of a con-

versation as well as the total interaction time. On the other

hand, Jain et al. [51] only report the total number of mes-

sages and the interaction time. In addition, they used the

character length of user statements as a measure of user

engagement. We decided to analyze the average number

of messages and total interaction time, as well as the aver-

age, minimum, and maximum number of messages and

interaction time per conversation. To calculate the averages,

we used the median as it is rather robust to outliers. For

interaction time, we calculated it as follows: If an hour

or more elapsed between the last message and the user’s

response, themessages belonged to different conversations.

If more than 5 min passed between messages, we assumed

that the user took a short break from the conversation.

Interaction time is resumed as soon as the user resumes the

conversation (and 1 h has not passed). In addition, we only

considered interaction time after the rollout meeting for

several reasons. First, we wanted to understand how engag-

ing the chatbot would be on its own, without any human

guidance. Second, the interaction time in the rolloutmeeting

would behighly unreliable because thereweremanypauses

during the conversation that were not captured in the

logs.

We alsowanted to quantify howwell the chatbot under-

stood the user’s requests overall. We therefore calculated

the appropriateness score, which is mentioned in a meta-

study on chatbot evaluation by Maroengsit et al. [52]. To

calculate this score, each response to a user request was

rated by us as either “suitable”, “neutral”, or “unsuitable”.

For the secondprototype,we took some additionalmea-

surements due to the added capabilities of the chatbot. We

calculated how many conversations a user started com-

pared to the chatbot. When the chatbot proactively sent a

message, we only counted it as a conversation starter if a

user responded to the request. From this measurement, we

wanted to see what the ratio of user-initiated conversations

to chatbot-initiated conversations was and how it changed

over time. We also wanted to see how users interacted with

the buttons. We therefore looked at the ratio of typed mes-

sages to button presses.
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3.7 Participants

The study at hand took place in Germany. Our participants

(Table 1) have been at least 60 years old and, to our knowl-

edge, identify as cisgender. The university’s ethics board

approved our research activities and participants received

an explanation and signed a letter of consent at the start

of the study. Twelve participants took part in the design

phase and/or pre-study, while seven seniors took part in

the evaluation of the first prototype version. The most com-

mon reasons for discontinuing the study were lack of time,

illness or disinterest in the topic of nutrition. Most partic-

ipants were already part of previous or existing research

projects with our university andwere thus recruited largely

through well-established relationships with different rural

and urban care facilities and through newspaper announce-

ments. For the second prototype, we worked with three

participants but analyzed their usage in detail. The reason

for this is that recruiting more participants was infeasible

because of the COVID-19 pandemic. During a time of turmoil,

we faced severe challenges in reactivating previous partici-

pants in the first place butwere also concerned about ensur-

ing the safety of a potentially vulnerable user group. The

participants for the second prototype phase were acquired

from the researchers’ network. We are aware that the small

number of participants is a limitation of our study (see

chapter 10).

4 Results from pre-study

Overall, more participants struggled with unwanted weight

gains than losses. All participants were familiar with the

Body Mass Index (BMI) and had calculated their measure-

ments in the past. However, for many of them, this mea-

surement was not very relevant. Most participants were

willing to adjust their diet to lose weight or have more bal-

ancedmeals. Overall, there seemed to be a trend of reducing

alcohol intake over the years. For some, drinking alcohol

left them feeling nauseous; others were hesitant to combine

their medication with alcoholic drinks. However, we found

that older adults were not drinking enough water and were

not consuming enough vegetables and fruits. In general,

most participants referred to online health information crit-

ically and often compared different sources or got a second

opinion. That said, theywere not actively trying to get health

information.

When the nutritionists were asked about their coun-

seling methods, they replied with traditional counseling

methods (e.g., face-to-face meetings, food logs on paper).

One of the most important tools in nutrition counseling is

keeping a food diary. It allows clients tomonitor their eating

habits which in itself leads to awareness and change. One

potential use case is reminding users to drink or eat regu-

larly. In their opinion, it was imperative to use a friendly

and encouraging tone; the chatbot should feel more like

“a friend” (N1) or “a daily companion” (N2) than a comman-

der. According to N2, prompts would be even more effec-

tive if they named advantages. Generally, N1 and N2 only

hand out recipes when clients explicitly request them. In

N1’s experience, this usually happens when she suggests

foods that clients have not prepared before. Otherwise, it

is barely necessary as “there are recipes in abundance” (N1).

For N1, it was essential that the chatbot should not provide

incorrect nutritional advice. Any advice regarding the user’s

Table 1: Basic data about the participants.

ID Gender Age Living situation Participation

PN1-1 Male 68 Lives alone Pre-study, design phase, first evaluation

PN1-2 Male 78 Lives with partner Pre-study, design phase, first evaluation

PN1-3 Female 74 Lives with partner Pre-study, design phase, first evaluation

PN1-4 Male 68 Lives with partner Pre-study, design phase, first evaluation

PN1-5 Male 68 Lives with partner Pre-study, design phase, first evaluation

PN1-6 Male 74 Lives with partner Pre-study, design phase, first evaluation

PN1-7 Female 73 Lives with partner Pre-study, design phase

PN1-8 Male 76 Lives with partner Pre-study, design phase

PN1-9 Female 81 Lives alone Design phase

PN1-10 Male 72 Lives with partner Design phase

PN1-12 Female 78 Lives with partner Design phase

PN1-13 Male 63 Lives alone Design phase, first evaluation

PN2-1 Female 60 Lives with partner Second evaluation

PN2-2 Female 66 Lives alone Second evaluation

PN2-3 Female 69 Lives with partner Second evaluation
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medications was completely off-limits. Furthermore, she

requested that if any health indicators were out of the ordi-

nary for an extended period (e.g., consistently high blood

sugar levels), the chatbot should refer users to contact a

professional. N1 added that the chatbot would be better

suited for primary prevention, dealing with healthy people.

5 Design and implementation

5.1 Laying the foundation: from simple food
tracking, healthy recipe suggestions,
general nutrition advice to body weight
tracking

The nutrition chatbot should assist older adults living at

home. According to nutritionists, the chatbot should only

be used for primary prevention and avoid giving medical

advice. The chatbot should focus on achieving a balanced

diet in everyday life, and should take users’ preferences

into account. Participants expected to be able to track their

food intake with the chatbot, which was by far the most

requested feature. Thus, they suggested “to make [the log-

ging process] as simple as possible – otherwise you quickly

lose interest” (PN1-1). It was suggested that users would

need to enter their meals for two weeks so that the chatbot

could learn their eating habits, thus eliminating the need for

weighing ingredients in the future. After logging theirmeals

in the chatbot, participants wanted to receive nutritional

information. PN1-4 requested a comparison of the caloric

intake and expenses during the day. Also, many participants

wanted to find healthy recipes with the help of the chatbot.

Apart from specific ingredients, participantswanted to filter

search results by regionality, recipe difficulty, and prepara-

tion time. PN1-1 and PN1-3 (independently) explained that

they did not feel like trying complicated recipes “that take

one or two hours in the kitchen”.

A common pattern among users’ nutrition questions

showed that they were interested in getting recommenda-

tions according to their priorities, such as how much water

or fruit they should consume, what they should eat to avoid

increasing uric acid, or information about the nutritional

value of food, e.g. vitamin C. Moreover, participants were

interested in portion sizes. PN1-7wanted to knowhowmuch

dark chocolate and cookies she could eat without gaining

weight.

For the first prototype, we focused on four main fea-

tures to enable keeping a food diary, asking for nutri-

tion information, searching for recipes, and tracking users’

weight. Additionally, we added two features with a guided

onboarding tutorial, where the chatbot introduces itself as

“Fridolin” and a help feature, which can be accessed any-

time through variations of the word ‘help’ to which the

chatbot responds with a list of its features and how they can

be triggered.

5.2 Language and persona specifications of
the chatbot

In the design workshops, participants voiced many sugges-

tions on how a chatbot should interact with them. They

agreed that the nutrition chatbot should use colloquial lan-

guage anda simple sentence structure, avoiding “politicians’

language”, as PN1-7 put it. PN1-10 stressed the importance

of using simple words: “For us older people it is important

that you omit foreign words. And if you do use them, that you

also provide an explanation [. . . ] [or look up] if there ismaybe

also a German word for it” (PN1-10). Participants wanted a

“kind but direct” approach. For one participant, PN1-5, the

element of humor played an important role. He said that

“it would definitely motivate me if [the chatbot] is funny.”

Additionally, PN1-4 wished to receive praise. PN1-3, on the

other hand, wanted to receive constructive criticism if she

had overindulged in a particular food.

5.3 Platform, interaction modalities and
implementation

Participants agreed that the messenger-like interface felt is

easy to use, especially if people are already familiar with

services like WhatsApp or Telegram. For instance, PN1-1

stated: “Whoever understands WhatsApp – and that is not

very difficult – will understand [this chatbot] aswell” (PN1-1).

However, when we presented possible chatbot functionali-

ties to the participants, most agreed that the chatbot should

focus on text. Though PN1-13 added: “I can imagine it bet-

ter, comprehend it better than if it is read aloud to me”.

Additionally, pictures should be displayed where suitable,

e.g., showing the completed dish when looking up a recipe.

Throughout the design workshops, participants expressed

interest in a secure application. Participants wanted to

know where all their conversations with the chatbot would

be stored. Overall, utilizing a messenger app seemed to be

themost reasonable option for our participants as theywere

already familiar with Telegram or WhatsApp. Of these two

options, Telegram was selected because it’s easy creation

andmaintenance of chatbots. For content management and

intent handling,we created aDialogflowagent. To store user

information long-term and provide a more personalized

experience, we used several other components besides the

Telegram chatbot (Figure 1). The middleware consists of a

Nginx web server, a NodeJS application and a MongoDB
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Figure 1: Chatbot middleware architecture and connected services (first iteration).

database. The latter is used for storing all user informa-

tion, using the Telegram username as an identifier. More-

over, the Swiss nutrition database (https://naehrwertdaten

.ch/en/) containing nutritional information is also saved in

the MongoDB.

6 Results of the first study

6.1 Overview of the interactions: impact of
COVID-19, misunderstandings and
non-proactive chatbot design

The results show that a third of all messages sent to the chat-

bot was related to the recipe search. Of these 55 messages,

20 messages were unique requests for a recipe, whereas

28 messages were counted as repeated attempts, mean-

ing that participants rephrased (or repeated) a previously

stated recipe search. As this high number indicates, several

attempts were often necessary to find the desired recipe.

The second most used feature was the nutrition values fea-

ture with 28 messages, followed by nutrition questions. The

weight featurewas only used once after the kick-offmeeting

to update a participant’s weight. None of the participants

accessed the overview of weight development.

Another way to capture user engagement is the interac-

tion time. In total, participants used the chatbot for approx-

imately 2.5 h after the rollout. The evaluation of the first

prototype of the nutrition chatbot provided many valuable

insights into how older adults interact with such a chatbot.

However, many shortcomings of the utilized chatbot and

its implementation also became apparent. We noticed that

many participants only interacted with the chatbot at the

beginning and the end of the evaluation period, shortly

before we interviewed them again. This usage pattern could

be explained initially by the novelty effect [17], i.e. the

curiosity to use new technology, and in the end by a form of

the Hawthorne effect [41, 42], i.e. the influence on behavior

because our participants were aware of being part of a

research study. But also, as the beginning of March 2020

marked the outbreak of COVID-19, participants presumably

had other things on their minds. While the ongoing pan-

demic might have heavily influenced their behavior, we

believe additional factors have also contributed to less fre-

quent interactions with the chatbot. One factor might be

the limited understanding of the chatbot. Two participants,

PN1-1 and PN1-5, entirely abandoned the chatbot after a

short, unsuccessful message exchange. For the remaining

participants, the number of messages and interaction time

seemed to be less a sign of user engagement butmore amark

of the user’s persistence. If the chatbot could understand

users better, they might have enjoyed the interaction more

and would potentially return more often.

Looking at the increase in messages after we contacted

participants to schedule the final interview, it seems one of

the main reasons for less interaction is that they had forgot-

ten about the chatbot’s existence. The first prototype never

initiated conversations because participants voiced con-

cerns about being contacted too often. This passive behavior

had additional downsides. By designing the chatbot so that

users have complete control over the interaction, many fea-

tures remained hidden if the user never actively explored

the chatbot.

6.2 Onboarding experience

While the set-up of the chatbot in general went smoothly,

the biggest obstacle during the installation for the partic-

ipants was deciding which permissions should be set for

the Telegram messenger. After the successful setup of the

https://naehrwertdaten.ch/en/
https://naehrwertdaten.ch/en/
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TelegramMessenger platform, the chatbot’s tutorial proved

to be valuable for introducing users to the operation of the

chatbot. All participants grasped the advanced functionality

of buttons and the speech-to-text (STT) option. Participants

immediately understood who was texting them and what

the general purpose of the chatbot was. Aside from minor

insecurities mostly based in vague wording, the tutorial

seemed well-structured. Merely the ending seemed to be

too abrupt as participants were unsure how to continue

the conversation. While there was an overview of all the

chatbot’s abilities, it was hidden within the help feature.

We anticipated that participants would open this feature

directly as it was the only feature mentioned explicitly in

the tutorial and would explore all the other features from

there. However, the participants appeared to be hesitant

to type anything when they did not know the full scope of

what the chatbot would understand. In retrospect, users

needed a better jumping-off point, which provided them

with a short overview of all abilities and a possibility to

get started quickly. All participants but one completed the

tutorial without (almost) any assistance.

6.3 Conversation breaks and
communication style

In the tutorial, the chatbot led the conversation and asked

closed questions, but the roles were swapped after finishing

it. Now, users phrased their own requests and the chat-

bot needed to react appropriately. If, however, the chatbot

was unable to recognize any intent, the default fallback

was triggered. When users then rephrased their statement

without knowing the structure expected by the chatbot,

there was a good chance that it would not recognize their

request again. The closed questions in the tutorial invited

short one-word answers from all participants that were

understood most of the time. When participants tried the

other features afterward, their requests grew longer and

the chatbot understood them less well. Some participants

noticed that shorter statements were better understood and

began to use keywords over time. For others, this lack

of understanding became demotivating. Participants often

combined several intents into one message (e.g., greeting

the chatbot, making a diary entry and then asking for the

calories of said meal). The chosen chatbot framework only

detects themost plausible intent. In theworst-case scenario,

this combination of different intents then led to messages

that cannot be assigned to any intent. Conversely, partici-

pants also sometimes added information to their previous

request; thus, one cannot assume that an intent is com-

pleted after one message. Another difficulty were ‘confirm’

statements (i.e., some form of confirmation after a task

is completed or information is given) or corrections after

falsely identified intents. Both of these interactions are

important elements of human conversation, indicating

understanding or pointing out misunderstandings, there-

fore almost acting as ‘conversational grease.’ As the chatbot

was unprepared to handle these statements, they almost

always triggered the default fallback. Therefore, users that

addressed the chatbot in amore human-likemanner tended

to be misunderstood more often. Over time, some partici-

pants thus began to treat the chatbot more like a machine

than a conversation partner. This can also be seen in the

tone that participants utilizedwhen talking to Fridolin. Most

started in a friendly tone, which then often turned into a

neutral tone, reminiscent of web search phrasing. PN1-5, on

the other hand, seemed to be testing the limits of the chatbot

deliberately and did not hesitate to voice his opinions freely,

even calling it “stupid” directly ‘to its face’.

Most participants did not try all features, indicating

that further proactive behavior from the chatbot is needed

as encouragement. Moreover, participants often mistook

the help overview for a selection menu and entered their

request accordingly. While the examples helped some par-

ticipants rephrase their requests, to others, it was often

unclear why their request did not work.

6.4 Nutrition questions instead of food diary
entries

In theory, the idea of keeping a food diary with a chatbot

sounded very promising. Compared to other available nutri-

tion apps, users could just write downwhat they have eaten

without tediously searching every ingredient in a long list;

the creation of a diary entry would only require little effort

that would even decrease over time by saving past meals.

In reality, the format of entries was very restrictive and, as

none of the participantswas able tomake a completely valid

entry, a further explanation was necessary. However, only

PN1-2 and PN1-3 showed genuine interest in the functional-

ity. The remaining participants only tried the food diary in

the rollout meeting or not at all.

Similarly, the concept of answering nutrition questions

basically suggested itself. A text-based chatbot should be

able to answer some general questions. However, looking

at the chat logs, it was not quite as simple as expected.

Information was often falsely triggered and thus detrimen-

tal to recognizing other intents. When participants actu-

ally requested nutrition information, the value of the fea-

ture was still debatable because the information needed

to be short to avoid sending users a wall of text. Further-

more, most follow-up questions and comments could not

be answered so that a quick internet search provided more
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new insights, as one participant reported. To participants, it

probablywas confusingwhy the chatbot did not understand

such simple questions, which might have led to a decrease

in their estimation of its intelligence. It might also have

lessened the feeling of having a ‘real’ conversation.

7 Adjustments and redesign of the

prototype

Initially, we had high expectations for our nutrition chatbot.

Our vision was to create a tool to efficiently keep a nutrition

diary, work on nutrition goals, search for recipes, and learn

about nutrition by looking at nutrition values of specific

ingredients and asking general questions. All these function-

alities should lead to long-term behavior change. However,

through the evaluation of the first prototype, we noticed

that there were still fundamental issues with the chatbot,

especially concerning its language understanding. For the

second version of the prototype, we thereforemainly aimed

to improve the recognition of user requests, the assistance

to users and the general flow of conversation. Instead of

further building upon a ‘Swiss army knife’, the chatbot’s

existing features should be revised and simplified when-

ever possible. The evaluation of the first prototype showed

that the chatbot needed to be restructured fundamentally.

As participants were best understood in the tutorial, we

wanted the chatbot to guide the conversation even after

users finished the tutorial. The design challenge for the

second version was therefore to find a healthy mix between

guiding users through the interaction while also allowing

for free-text input, whenever possible.Moreover, some tech-

nical changes within the chatbot architecture were nec-

essary to improve the understanding of the chatbot and

ensure a higher level of privacy for users. In the second

version of the prototype, the tutorial is updated, a newmenu

replaces the help feature (Figure 2), and the most important

conversational elements are also taken into consideration.

7.1 Quick reply buttons

To offer more helpful feedback when users are not under-

stood (i.e. no intent could be assigned to their statement),

we also implemented quick reply buttons into the default

fallback message. This way, users can select the feature that

they were trying to trigger. The chatbot can then reinter-

pret their previous statement with the appropriate feature,

thus eliminating the need to reenter the same request with

a different phrasing. This could be especially useful for

older adults as some struggled with typing. Although most

Figure 2: The help feature in the first version of the prototype (left) compared to the implementation in the second version of the prototype (right),

which is also sent back within the default responses (Figure translated to English).
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participants did not engage in small talk with the chatbot,

they still adhered to somebasic conversational structure. So,

we decided that the chatbot should ask users whether they

wanted to do anything else. This question was presented

with the quick reply buttons to encourage users to explore

other functionalities.

7.2 Riddles

During the design phase of the first prototype, some par-

ticipants were interested in humor and suggested that the

chatbot could tell them a joke once in a while. One par-

ticipant compared it to looking at the Sunday newspaper,

where comics and short jokes are printed at the end. Based

on this analogy, the chatbot should present users with a

humorous interaction once aweek. Therefore, the following

interaction flow was loosely based on the joke pattern by

Moore and Arar [53]. Every Friday, the chatbot first asked

users whether they were interested in hearing a riddle.

If they agreed, the chatbot asked them a question. Users

could then guess the answer. If their answer was correct,

the chatbot praised them; otherwise, it sent them the correct

answer. If users replied that it was funny, the chatbot asked

if they want to hear another riddle. Furthermore, partici-

pants received options for asking for a riddle anytime.

7.3 Other adjustments

The recipe feature was a favorite amongst participants in

the first prototype. Most problems were connected to users

searching for specific dishes instead of ingredients or meal

types. As the number of dishes is endless, it is impossible to

make a custom entity consisting of all synonyms. Therefore,

we decided to use a Part-of-Speech (POS) Tagger to label user

requests and extract search terms that way to improve the

recognition of ingredients and dishes. Participants wanted

to have the option to receive recipes by email so that they

can print them. We included an additional ’Send’-button

beneath every recipe so that this feature is easily accessible.

When a user presses the ‘Send’-button beneath a recipe, the

chatbot receives a shortened recipe URL and a keyword to

identify it as an email request. From this callback message,

the original recipe URL is reconstructed, and cheerio was

thenused to parse the recipe. The recipe is then sent viamail

with the nodemailer package (Figure 3).

To increase the engagement with the weight feature,

the chatbot was set up to ask users whether they are inter-

ested in entering their weight regularly. If they agreed, they

could pick a day and time for a reminder to input their

current weight. If they declined, the chatbot reminded them

that they can enter their weight whenever they like. This

way, undecided users might be persuaded to give it a try,

while truly uninterested users are not forced. With regard

to looking up nutritional values for specific ingredients, few

changes were necessary. We just added a disclaimer and

removed the daily recommended amount when users were

looking up the sugar content of fruits.

We removed the food diary functionality from the sec-

ond version of the prototype due to the low interest in the

first evaluation and due to general questioning of the par-

ticipants, whether they need this feature in the chatbot at

all. When participants asked nutrition questions, they were

often more interested in the chatbot’s opinion of specific

ingredients (‘What do you think of figs?’). A database with

an evaluation of ingredients would be necessary to answer

these kinds of questions. Overall, the general nutrition ques-

tions created more misunderstandings than they did good;

therefore, we decided to also exclude them from the second

version of the prototype.

Figure 3: Overview of the chatbot architecture in the second version.



44 — P. Weber et al.: Participatory design and evaluation of a nutrition chatbot

8 Results of the second study

8.1 Overview of the interactions

In the first four weeks, PN2-1 was by far the most active

user with 514messages (Table 2). This weremore than twice

as many messages as the second most active participant

PN2-3 in that time span and even quadruple the number

of messages for PN2-2. Over the remaining three weeks,

the communication with the chatbot slowed down for both

PN2-1 and PN2-2. PN2-1 exchanged 47 messages across three

conversations and PN2-2 amassed 35 messages across four

conversations. On the other hand, PN2-3 doubled the num-

ber of exchanged messages in the last two weeks, jumping

to 421 messages from 210 messages. Looking at the number

of messages per conversation, we can again observe large

different patterns of use within the same participants. The

minimal number of messages was two to three messages

for all participants. The highest number of messages in a

single conversation was 116 and 109 for PN2-1 and PN2-3

respectively; here, PN2-2 stood out with only a maximum

number of 22 messages. Interestingly, the median number

of messages was similar for PN2-2 and PN2-3, averaging at

seven messages per conversation.

When looking at the distribution of messages, all par-

ticipants sent many messages, particularly within the first

days of using the chatbot. PN2-1 was especially active in

the beginning: she interacted with the chatbot on eight out

of the first ten days. But after that, she almost exclusively

interacted with the chatbot on Fridays, when the chatbots

wrote a message to all participants. In Figure 4, one can

see that the latter half of PN2-1’s and PN2-2’s conversations

were initiated by the chatbot. Overall, PN2-1 started 10 out

of 19 conversations (approx. 53%), PN2-2 started 11 out of

18 conversations (approx. 61%) and PN2-3 started 16 out

of 23 conversations (approx. 70%). But for PN2-3, the ratio

of chatbot- and user-initiated conversations remained rela-

tively steady throughout the whole evaluation.

In the tutorial, all participants wrote between 1.4 and

1.9 words per message. In the following stages, this number

Figure 4: Overview of user-initiated (blue) and chatbot-initiated

conversations (orange). One square represents one conversation.

was similar for PN2-1 and PN2-3. Only PN2-2 wrote con-

siderably more words in the unassisted phase, arriving at

almost three words per message on average. In comparison

to the evaluation of the first prototype, the participants

sent shorter messages. To evaluate the understanding of

the chatbot, we again calculated the appropriateness score.

Participants were very well understood in the tutorial as

PN2-2 and PN2-3 only received suitable or neutral answers,

whereas PN2-1 got twounsuitable answers. In the unassisted

phase, we calculated an appropriateness score between 75%

and 79% for all participants. All of them rated their expe-

rience with Fridolin as good, while acknowledging room

for improvements. Two participants were even willing to

continue using the chatbot beyond the evaluation period,

which might be the biggest indicator of improvement over

the first prototype.

8.2 Different initial expectations result in
long-term changes in participants’
interactions

Over time, PN2-2 and PN2-3 changed the way they inter-

acted with the chatbot. Interestingly, their style of requests

developed in opposite directions. In the beginning, PN2-2

wrote short key-word style sentences, which evolved into

more elaborate, natural sentences. PN2-3, on the other hand,

treated the chatbot as a real conversation partner andbegan

to shorten her requests drastically when their initial sen-

tences did not lead to the expected intents. According to

PN2-2 herself, she saw the prototype rather as a tool and

thus phrased requests as she would write them in a search

Table 2:Minimum, maximum and median number of messages per conversation.

ID PN2-1 PN2-2 PN2-3

First 4 weeks Full period First 4 weeks Full period First 4 weeks Full period

# Conversations 16 19 14 18 16 23

Min. messages 3 3 2 2 2 2

Max. messages 116 116 22 22 37 109

Median messages 23 19 7 7 7 7

Total messages 514 561 121 157 210 421
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bar. When she realized that the chatbot could also under-

stand her longer answers, they naturally grew more elabo-

rate. PN2-3 seemed to expect actual conversation from the

chatbot, and when it could not react to her questions, she

was disappointed. Although both participants went through

the same tutorial, it is noteworthy that they had different

expectations.

8.3 Recipe searches and the puzzles were
enjoyed widely, while questions on
nutrition values were rarely asked

Overall, the recipe search was the most requested feature

across all participants. However, for PN2-1 and PN2-3, the

majority of messages in that category were just requests

to show more recipe results (92 and 83 messages, respec-

tively), whereas PN2-2 only used the recipe search three

times. In general, most participants were happy (or voiced

no complaints) about the presentation of recipe results.

PN2-1 however requested that instead of only displaying

one result at a time, the titles of recipes should be listed

instead. Therefore, it might make sense to reconsider how

recipes are displayed, especially if there are many search

results. Alternatively, it needs to be explored how to enable

users to switch between these two different display options.

This way, users with more particular ideas on dishes could

scan the results more efficiently, while others could browse

through them leisurely. When talking to the participants

about their needs, it sometimes seemed that they were

looking for curated recipe recommendations that give them

ideas on what they should cook instead of a recipe search.

These recipes should be sent weekly, be healthy and contain

seasonal ingredients. Messages related to the riddle feature

came in second place with 73 messages in total. Participants

always agreed to these requests and actively guessed the

solution, so they showed more engagement than required.

The riddle functionality also shows that not all features need

to be useful or informative. While the older adults did not

engage in small talk, theywere open to playing a short game

with the chatbot.

PN2-2 and PN2-3 did not use the nutrition value feature

at all, and PN2-1 stopped using the feature later on. The

issue seemed to be conceptual instead of technical, as the

functionality was not accessed at all or abandoned after

the participant had worked out how to phrase her requests.

Within the final interviews participants explained to us

that they were not interested in looking up values for spe-

cific ingredients because they were already knowledgeable

about nutrition and felt that they were already cooking

quite healthily. Still, PN2-1 and PN2-2 wanted to learn more

about nutrition; however, they preferred general knowledge

instead of concrete numbers, which the nutritional value

feature offered.

8.4 Proactivity and notifications: a fine line
between perceived annoyance and
social familiarity

All three participants liked that the chatbot contacted them

proactively. Several times, the analogy of an ‘old friend

checking in’ was mentioned. Even though they made this

comparison, participants wanted these proactive messages

to have a purpose. Besides the current messages, partic-

ipants suggested sending out recipe recommendations or

alert userswhen a new recipewas uploaded to the database.

Moreover, the chatbot could prompt functionalities that

the user had not explored before. Initially, we planned

two interactions with users per week, but as the sched-

uled weight check was never triggered, participants only

received one weekly interaction. While all of them would

have also tolerated a second proactive message per week,

they stressed that they would not like to be contacted daily.

The importance of not notifying users too often was espe-

cially apparent in PN2-2, who named notifications as one of

the main reasons for not using chatbots in the future.

8.5 The effect of quick reply buttons on the
input styles

With the addition of quick reply buttons in this version,

we also investigated the impact such buttons had on the

interaction: Almost half of PN2-1’s messages were button

presses. PN2-2, on the other hand, mostly typed her mes-

sages to the chatbot, only using the buttons in 14 messages.

For PN2-3, it was the other way around; only a third of her

messages were typed. None of the participant used the STT

option. It should be noted that the participants in the second

evaluation were content with typing their messages, as they

were already used to this input method from their previous

messenger experiences. Even if participants did not use the

provided buttons all the time, theywere not useless because

they reminded them what features were available. In the

interviews, all participants were aware of what the chatbot

could do.

9 Design implications and

discussion

Overall, we identified four overarching design spaces with

numerous interesting observed and reported user behav-

iors and contextualized these with related work (Table 3).
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Table 3: Design spaces and observed/reported user behavior/expectations in our study with references to related work.

Design space Observed/reported user behavior/expectations Related work

User control and proactivity Hesitations and low number of self-initiated uses of the CA [30, 54]

Older adults enjoyed and used the proactive CA more [32]

Entering a “Help” command provided some guidance

Better exploration of all features was achieved through a menu

Expectation management &

onboarding

The tutorial provided comfort and guidance [55]

Low interest to ask questions about nutrition to the CA [13]

High unrealistic expectations for language understanding and interactions after

the tutorial negatively affected the user experience

Input and output modality No clear preferences for voice or text input [21]

Text output was preferred [21]

Overall preference of free text input over quick-reply buttons [33]

The use of buttons/menus helped older adults better navigate

Personification/Anthropomorphization Low interest in small talk with the CA [22]

Openness to playful/gameful approaches [56]

Short confirmation messages on user requests were desired

Jokes by the CA were well received

Simple language and avoidance of foreign words were requested

9.1 User control and proactivity

Similar to findings from Yaghoubzadeh et al. [30], the older

participants were initially not keen on the system reach-

ing out proactively. Thus, in the first prototype, users had

complete control over the system, apart from the tutorial.

Information about the chatbot’s capabilities was provided

in the “Help” feature. While this feature provided guidance

to some participants, it was insufficient in resolving other

older adults’ uncertainties. The success of the first prototype

relied on the assumption that the older adults would, based

on the help feature function, independently explore all fea-

tures of the chatbot. However, as the evaluation showed,

this was not the case. None of the participants explored all

functionalities; many participantswere even unawarewhat

features were available. This is in line with findings from

Trajkova andMartin-Hammond [54], where older adults did

not find valuable use cases for interacting with Alexa but

also made no effort to find new features. The proactive

messages and the implementation of a menu in the second

version led to more frequent interactions and exploration

of features throughout the evaluation period. This is in

some contrast to the study conducted by Ring et al. [32],

who indeed reported that participants felt less lonely, were

happier, and also felt more comfortable while interacting

with a proactive CA, but unlike in our study, proactivity of

the CAdid not influence the duration of use or the frequency

of use in their study.

9.2 Expectation management and
onboarding

The success of the tutorial indicated that older adults inter-

acted more successfully with a chatbot when it guided them

through the conversation. Though the primary downside

of starting the chatbot interaction with the tutorial might

be that it raised unrealistic expectations for many partici-

pants. As user statements could be better anticipated, the

older adults were understood best in the tutorial. When

they used the chatbot after the rollout, its recognition of

their messages was much lower, leading to frustration and

uncertainty. This was exacerbated by the non-descript fall-

back messages of the first prototype. In the first prototype,

the chatbot could also answer general nutrition questions.

But similar to the study by Maher et al. [13], the older

adults did not think to pose these kinds of questions to the

nutrition chatbot. The few questions that were asked were

taken directly from the catalog of examples provided in the

help feature. In our study, we therefore understood this less

as disinterest of participants in most unused functionali-

ties, but rather, similar to Alnefaie et al. [57], see adequate

onboarding (beyond the usual design elements of greet-

ings and menu-driven questions) with chatbots as an open

research question. In addition to visual approaches – such

as the use of horizontally scrollable images (carousels) [58]

or the integration of short videos [55] – we see promising

approaches in regular (e.g. daily, weekly) reminders of an
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as yet unused or randomly selected feature in the form of

a proactive “quick tip”. Such approaches could soften the

transition from the initial onboarding phase to everyday

use and thus avoiding the hard transition observed in our

studies with the associated lower user experience.

9.3 Text as the preferred input and output
modality

In their work, Wiratunga et al. [21] stressed the value of

spoken natural language as the primary input method for

older adults. The majority of CAs for older adults used

speech as the sole method to communicate with the agent

[20, 24, 26]. However, not all older adults are comfortable

with speaking out loud to a machine [21, 33, 54]. In our

research, we uncovered no clear preference for verbal or

written input. In the evaluation of the first prototype, half

of the participants used the STT-functionality. In the second

evaluation, all users preferred typing their messages. But

overall, providing different modes of input seems advisable

as the preference might even change over time (e.g., due

to Parkinson’s or arthritis). Therefore, we agree with the

requirements for CAs by Weber and Ludwig [55] who also

suggested making the input type selectable before interact-

ing with a CA. In contrast to the study conducted by Ryu

et al. [33], our participants preferred free-text entries over

quick-reply buttons. However, using buttons strategically

also helped older adults navigate the chatbot. Regarding

the chatbot’s output, the feedback was unambiguous; all

participants preferred text to other media as they wanted

the ability to re-read previousmessages. Interestingly, other

CAs often used speech as the sole output [20, 24].

9.4 The chatbot should use a friendly tone,
but not act too human

In the evaluation of the second version of the prototype,

participants’ first impressions were heavily influenced by

the chatbot’s profile picture. While the appearance of CAs

has already been studied for embodied CAs [59], we did not

find a study where this effect was described for chatbots

running on a messenger platform. In creating the char-

acter of Fridolin, we found that the inclusion of a simple

avatar was a simple way to shape users’ perceptions of

the chatbot without spending too much time on develop-

ing unique speech patterns. Although the users said the

chatbot should be friendly, it should not pretend to be a

human friend as the older adults found it inappropriate.

Most older adults did not request small talk in a chatbot

in the design workshops, which turned out to be (mostly)

true. Participants also thought that the conversation with

the chatbot felt more ‘real’ when the chatbot touched upon

their previous statements, either by explicitly confirming

the information or reacting generically (e.g., ‘Okay’, ‘Got it’).

Especially considering that only 4 of the 15 participantswere

living alone, the results of Pradhan et al. [22] provide some

context, as they proposed, that older adults who feel alone

may bemore inclined to personify CAs to satisfy the need for

social interaction. Hence, the reason why our participants

were less likely to personalize the CA could be because they

did not feel that lonely. More attention needs to be paid to

this relationship in future studies.

Moreover, older adults especially valued simple lan-

guage and avoiding foreign words. Based on the success

of the joke feature, the gamification of nutrition informa-

tion seems especially promising (e.g., true or false facts, a

quiz in the style of ‘Who wants to be a millionaire’). In the

past, there have already been some first attempts to teach

healthy diets and foodwastemanagement through a playful

chatbot-based approach [56] – however, as far as we know,

only for children and not for older adults.

9.5 Reflecting on the participatory design
approach

In the first workshop, participants also interacted with a

rudimentary chatbot. Letting participants directly inter-

act with a functional chatbot provided the most valuable

insights in the design phase. Not only could we gain a first

understanding of how older adults interact with a chatbot,

but it also allowed participants to form an opinion about

the technology. Other researchers (e.g.,Wiratunga et al. [21])

used the Wizard of Oz methodology to expose participants

to chatbots. While this method can be effective for eliciting

ideas for features, we believe that using a basic functional

chatbot has several advantages. Firstly, one can observe

what challenges participants face with the deployment plat-

form, answering questions such as, “How well can older

adults navigate the interface?”, “What common mistakes

occur when they use the interface?” and “How do they typ-

ically enter input?”. We observed that participants phrased

their responses differently when they replied in another

medium (analog vs. digital). To test the first contact with

the chatbot, we developed a paper prototype where par-

ticipants responded by writing on index cards. Compared

to their answers in the first prototype, participants wrote

much longer messages in the paper prototype. Thus, using

the final deployment platform (Telegram) elicitedmore real-

istic responses from participants. When developing ideas

for a nutrition chatbot, many older adults were influ-

enced by their previous experiences with nutrition appli-

cations. Although these might serve as a starting point for
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discussions, suggestions based on a conventional applica-

tion cannot easily be transferred to CAs. While we already

excluded inhabitants of a care home, the categorization of

“older adults living at home” was even too broad. Based on

our experiences, this group can be further divided accord-

ing to their nutrition knowledge, nutrition goals, and cook-

ing ability, which should be considered respectively when

designing future nutrition chatbots. In general, we found

intensive usage behavior in the first five to ten days for

most participants in both studies (caused by a novelty effect

[17]), which flattened out significantly in the following days

and increased again significantly in the last one to two days

before the evaluation interview (caused by a Hawthorne

effect [41, 42]). We therefore recommend evaluation periods

of at least three to four weeks, as usage patterns varied

widely, differing significantly at the beginning, middle, and

end of the study period.

10 Limitations

As our target group was especially at risk due to the start

of the COVID-19 pandemic, our study design needed to be

adjusted halfway through the evaluation of the first proto-

type. To continue, we decided to replace all in-person meet-

ings with digital equivalents. Therefore, we were unfortu-

nately unable to lead the planned group discussion and had

to schedule one-on-one phone interviews instead, which in

some cases turned out short and contained rather super-

ficial information. Other participants were unable to find

the time for a phone call. In the second evaluation, we

faced the additional challenge of installing and setting up

the chatbot remotely. The participants of the first evalu-

ation might have been more preoccupied with COVID-19

than in the second evaluation because they were facing a

completely new situation. A certain level of uncertainty was

still present in December 2020, and frustration was even

growing. The pandemic affected every participant in some

way, but there were large individual differences. Eventu-

ally, it is hard to determine or even estimate what impact

the pandemic exactly had on the user studies and their

results. Furthermore, as we only interacted with a small

group of participants, our results should only be generalized

with caution and must be verified with a larger group of

users beforehand. However, we believe that we have identi-

fied exciting areas for future research such as integrating

a wider variety of stakeholders into participatory design

research. For instance, the rathermarginal role of nutrition-

ists in our case could be extended in the future. In addition,

long-term studies could further investigate the effectiveness

of nutrition chatbots.

11 Conclusions

We investigated how a nutrition chatbot for older adults

should be designed to motivate users to interact regularly.

To achieve this goal, we developed a Telegram chatbot called

Fridolin using participatory design methods. Older adults

andnutritionistswere involved in the design and evaluation

of two iterative versions of the chatbot. This allowed us to

show how older adults interacted with a nutrition chatbot

over an extended period of time. Overall, we showed that

older adults were able to interact well with our messenger-

based chatbot. During our two long-term studies of four and

seven weeks, we saw that the engagement with the chatbot

wasmuch higher in the first five to ten days, after which use

tapered off, only to spike again in the last day or two prior

to the final evaluation interviews. While there was no clear

preference for verbal or written input, text output (rather

than voice output) was preferred by the vast majority of our

participants. We did not observe any change in the type of

input and output modalities over the course of the studies.

Based on our findings, we identified four important

design spaces regarding the design of (nutrition) chatbots

for older adults. For example, in terms of user control and

proactivity, we recommend some proactivity on the part

of CAs to keep older adults engaged. Regarding expectation

management & onboarding, we believe it is important not to

raise unrealistic expectations for actual use through tutori-

als and to design a smooth transition from the onboarding

phase to everyday use. Regarding input and output modal-

ities, we recommend to make the type of input and output

selectable at best, but at least provide text input and output,

and specifically use buttons in addition to free text input

to facilitate navigation between functions. In the area of

personification/anthropomorphization, a certain degree of

‘humanlikeness’ (in the use of jokes, playful approaches, or

confirmation of user input) is advisable, but not an exces-

sive ability to engage in small talk. Using simple language

and avoiding foreign words is also recommended. Thus our

study contributes to the design and use of CAs and virtual

coaches for healthy aging andwell-being alongwith a strong

focus on nutrition. Despite the rather small number of par-

ticipants, we believe that the design implications could be

similarly considered for other domains of CAs with older

adults, although this remains to be examined.

Furthermore, we have shown how a participatory

design approach can be implemented to design, develop

and evaluate nutrition chatbots. As highlights, we would

like to reiterate the importance of long-term studies (with

a duration of at least three to four weeks) to observe the
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technologynot only under the influence of temporary, short-

term effects (such as novelty or Hawthorne effects), but also

in everyday life. In particular, the approach of presenting

potential technological interfaces and technical prototypes

relatively early in the co-design process has proven suitable

for generating realistic requirements and features based on

realistic usage patterns. Althoughwe included two nutrition

experts in the co-design at the beginning of our design case

study (one of whom provided regular guidance and ongo-

ing feedback throughout the co-design process), we greatly

appreciated their feedback and would suggest involving

additional stakeholders or experts (e.g., medical experts,

culinary experts, health coaches) in the co-design process.

Overall, with our study we have contributed to the

field of Human–Computer Interaction by showing what

the long-term use of a nutrition chatbot for older adults

might look like, what general design implications arise for

the development of such chatbots, and how a participatory

design approach can be effectively realized for the design,

evaluation and development of nutrition chatbots.
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