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Abstract: Volumetric Video is a novel technology that en-
ables the creation of dynamic 3D models of persons, which
can then be integrated in any 3D environment. In con-
trast to classical character animation, volumetric video
is authentic and much more realistic and therefore ideal
for the transfer of emotions, facial expressions and ges-
tures, which is highly relevant in the context of preserva-
tion of contemporary witnesses and survivors of the Holo-
caust. Fraunhofer Heinrich-Hertz-Institute (HHI) is work-
ing on two projects in this cultural heritage context. In a
recent project between UFA and Fraunhofer HHI, a VR doc-
umentary about the last German survivor of the Holocaust
Ernst Grube has been produced. A second project started
in collaboration with the University Munich, faculty of lan-
guages and literature and Geschwister-Scholl-institute for
political science, creating a concept for a VR experience
together with Dr. Eva Umlauf, the youngest Jewish sur-
vivor in the concentration camp in Auschwitz. This paper
presents key aspects of volumetric video and details about
both projects including a discussion about the user per-
spective in such a VR experience.
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1 Introduction

Archiving memories for future generations becomes an im-
portant task as fewer contemporary witnesses of the Holo-
caust will be alive in the coming years. Although there is
huge amount of 2D video material available, there are sev-
eral attempts to use digital technologies for the creation
of immersive interactive media experiences. The “LediZ”
project creates holographic testimonies of German Holo-
caust survivors [1, 2]. A viewer experiences the stereoscop-
ically filmed witnesses using 3D glasses and can vocally
query a pool of pre-recorded answers. “New Dimensions
in Testimony” [3], a similar project, uses volumetric cap-
ture but their display-based presentation can only cover
very limited viewpoints.

Thanks to the advances in eXtended Reality (XR) tech-
nology, it is possible to create truly immersive experi-
ences with contemporary witnesses. The key challenge
is to create highly realistic digital representations of hu-
mans. In comparison to computer-generated models, vol-
umetric video has the potential to avoid the so-called un-
canny valley effect, where humanoid objects that imper-
fectly resemble actual human beings provoke uncanny or
strangely familiar feelings of eeriness and revulsion in ob-
servers [4].

In this paper, we present two projects, where volumet-
ric video technology is used to recreate experiences with
the contemporary witnesses Ernst Grube and Eva Umlauf.
After a short description of the workflow for creation of vol-
umetric video, the current state of the two projects is pre-
sented. Following that, the user experience concepts are
discussed as they differ significantly in both projects.

Finally, we present a method of introducing interac-
tive animations to the experience. We have demonstrated
the interactivity for other volumetric videos, and are cur-
rently working on bringing it to the recently recorded Eva
Umlauf project.
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2 Volumetric Video Production

Fraunhofer HHI has been working on volumetric video
technology for over a decade and built its first system for
high-quality dynamic 3D reconstruction in 2011 [5], then
in the context of 3D video communication. In 2017, Fraun-
hofer HHI introduced its first 360 ° studio for volumetric
video that was mainly used for test productions with part-
ners like UFA. In 2019, HHI span off the company Volucap
GmbH together with UFA, Studio Babelsberg, ARRI and In-
terlake [6], which is performing commercial productions
since the beginning of 2019. In recent years, volumetric
video has been of huge commercial interest by other com-
panies [7, 8, 9] and also gained significant traction in the
research community (e. g., [10, 11, 12]).

The Volucap studio is based on the Fraunhofer HHI
research prototype from 2017. A novel integrated multi-
camera and lighting system for full 360-degree acquisition
of persons has been developed. It consists of a metal truss
system forming a cylinder of 6 m diameter and 4 m height.
120 KinoFlo LED panels are mounted outside the truss sys-
tem and a semi-transparent tissue covers the inside to pro-
vide diffuse lighting from any direction and automatic key-
ing. The avoidance of green screen and provision of diffuse
lighting from all directions offers best possible conditions
for relighting of the dynamic 3D models afterwards at de-
sign stage of the VR experience. This combination of inte-
grated lighting and background is unique. All other cur-
rently existing volumetric video studios use green screen
and directed light from discrete directions. Within the ro-
tunda, 32 cameras are arranged as 16 optimally distributed
stereo pairs. Each camera offers a resolution of 4k x 5k,
which results in a data volume of 1.6 TB of raw data per
minute. The cameras are fully calibrated, so both their lo-
cation and sensor characteristics are known. The 16 origi-
nal left views of each camera pair are depicted in Figure 1.
For 3D reconstruction, the captured data is processed by
the pipeline depicted in Figure 2. For this work, we use the
improved workflow presented in [13].

In the first step, a pre-processing of the multi-view in-
put is performed. It consists of a color matching process-
ing step to guarantee consistent colors in all camera views.
This is relevant for stereo depth estimation to support reli-
able and accurate matching between the two views. Even
more important, it improves the overall texture during the
final texturing of the 3D object. There, texture informa-
tion for neighboring surface patches is used from differ-
ent cameras and equalized colors reduce artifacts. In ad-
dition, color grading can be applied as well to match the
colors of the object with artistic and creative expectations,
e. g. colors of shirts can be further manipulated to get a dif-
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Figure 1: 16 original left views of each camera pair.
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ferent look. After that, the foreground object is segmented
from background in order to reduce the amount of data to
be processed. The segmentation approach is a combina-
tion of difference and depth keying supported by the active
background lighting. The standard segmentation mode is
based on a statistical method [14], which is a combina-
tion of difference and depth keying supported by the active
background lighting. Recently, an alternative method is
used based on a machine-learning model [15], fine-tuned
on hundreds of manually labelled images from current and
past volumetric capture data. The machine learning seg-
mentation outperforms the statistical per-pixel approach
most notably at resolving local ambiguities, i. e., when a
foreground pixel has a similar color as the clean plate pixel
at the same location. On the other hand, the statistical ap-
proach is faster and less heavy on GPU memory.

After that, a stereo depth estimation algorithm based
on the Iterative Patch Sweep [5, 16] is used to regress one
depth map for each of the 16 camera pairs. The individ-
ual depth maps are then back-projected into 3D space and
fused into an oriented point cloud, which is cleaned from
outliers and wrong predictions.

We join depth maps into a single 3D representation,
a truncated signed distance function (TSDF) [17], with an
algorithm based on [18]. We first build a discretized 3D vol-
ume and project all depths maps into it. Using constraints
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360° video capture Depth map

(single stereo view)

Figure 2: Volumetric video production pipeline.

from the projected depths, we then compute the distance
to potential surfaces for nearby voxels. A point cloud is
extracted by finding zero crossings in the grid of this dis-
cretized TSDF. Since all depth values are integrated by
weighted averaging, Gaussian noise is reduced along the
surface. We extend the algorithm above with normal prop-
agation. More precisely, we also average the estimated per-
pixel normals. The resulting point cloud normals do not
strictly adhere to the surface approximated by the TSDF,
but are biased towards the average direction of the points’
source cameras. This property is exploited in a later clean-
ing stage.

Although the TSDF approximates surfaces reasonably
well, the resulting point cloud can still contain points not
belonging to the protagonists. To tackle this issue, we in-
troduce a two-step method that uses visual hull-like con-
straints and a “soft” capture volume clipping. First, we
project each point onto each camera image plane. Only if
a point falls within the image borders and is not covered
by the foreground mask, we remove it. Retaining points
outside of the frustum is motivated by partial scene cov-
erage (i. e., not every camera sees every part of the studio).
In the second step, we divide the scene into multiple sub-
volumes depending on the number of cameras covering
them. We then remove points from volumes that are only
visible in a few cameras.

A triangle mesh is extracted from the point cloud us-
ing a modified version of the Screened Poisson Surface re-
construction [19]. This procedure uses the preprocessed
masks produced by the segmentation step to visually con-
strain the geometry silhouette and trim any inaccuracies
present due to the iso-surface extraction. After this, the
mesh is further cleaned and decimated, reducing the num-
ber of triangles from potentially millions to a few ten thou-
sands, depending on the target application. Semantically
important regions like the face can thereby be represented
by more triangles [20]. With one triangle mesh per frame,

Point cloud
(fused depths)

0. Schreer et al., Preserving Memories of Contemporary Witnesses = 73

4
8

Textured mesh

Mesh

Temporal mesh
registration

the temporal mesh registration then relates meshes over
time to increase the temporal stability of the mesh se-
quence. A key frame based approach is exploited [21] that
tracks the vertices of a reference mesh in forward and back-
ward direction leading to constant mesh topologies. Larger
structural changes are handled by the insertion of a new
key frame with associated new mesh topology followed by
a smooth blending across key frame sequences. Finally,
the textured mesh is obtained by projecting all camera im-
ages from the corresponding frame onto the surface. De-
pending on the visibility, triangle size, angle towards each
view, and distance from the contours, a weight is com-
puted for each projected pixel in texture space. A texture
map is obtained using a weighted mean of the projected
colors per texel. Additionally, the resulting map is pro-
cessed to prevent interpolation artifacts along the mesh
seams. The resulting sequence of textured meshes is then
encoded with a mesh-encoder for the geometry and a video
encoder for the texture. Both streams are multiplexed in an
mp4 stream. This mp4-file can then be streamed and ren-
dered via a dedicated plug-in in real time by game engines
like Unity or Unreal on devices such as tablets or Aug-
mented Reality (AR) & Virtual Reality (VR) glasses. With
our plug-in, the volumetric models can be easily integrated
into appropriate virtual scenes.

The major challenge for the development of such a
complex multi-view video workflow is to preserve the tex-
ture and geometrical detail, while reducing the amount of
data significantly. Just to remind, the amount of raw data
is 1.6 TeraByte per minute of volumetric video. As shown in
the diagram, in Figure 3, the presented workflow reduces
the amount of data per one minute of volumetric video by
more than three orders of magnitude. The size of the re-
sulting mp4-file is in the order of several hundred Mbyte
depending on the chosen level of detail and resolution of
the texture. Some examples for the achieved quality are
presented in section 3.
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Decrease of amount of data along the
volumetric video workflow in GB
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Figure 3: Decrease of data along the pipeline per one minute of
volumetric video.

L .

DE GRUYTER OLDENBOURG

3 Ernst Grube — The Legacy

For many years, Fraunhofer HHI and UFA GmbH have been
working together on new media formats and storytelling
by using volumetric video. In 2019, the idea was born to
create a VR experience, where the user can join a talk be-
tween Ernst Grube, one of the last German survivors of the
Holocaust and a young student. The story consists of six
interviews with Ernst Grube lasting about 8-12 minutes
each. The Jewish contemporary witness talks about his ex-
perience in Nazi Germany and his imprisonment in the
concentration camp Theresienstadt. The VR experience al-
lows the user to meet Ernst Grube and the young inter-
viewer at different places, for which a thrilling virtual en-
vironment will be built. Additional interactive and visual
components provide the user with more detailed historical
information, such as videos, images and text.

Figure 4, presents two different camera views of the
two protagonists inside the capture stage. Figure 4 — left,

Figure 4: Ernst Grube and the student: two different views, original (left), reconstructed meshes (middle), reconstructed and textured

meshes (right).
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Figure 5: Integration of the volumetric character in the scene “Children’s Home”.

Figure 6: Conceptual art for other episodes.

Figure 7: Concept of the connected storyline.

shows the original camera view. Figure 4 — middle, shows
the related geometry resulting from our volumetric video
workflow. Finally, on the right, the textured mesh of the
two protagonists is presented from the view of the original
camera views in the left.

In Figure 5, the integration of both protagonists in
the children’s home-episode, the one out of six episodes,
is illustrated. The virtual environment is created within

Unity3D and consists of authentic artefacts, buildings, his-
torical media content, and some surrounding cinemato-
graphic elements like wind and background music.

Figure 6 presents conceptual art of how the other
episodes will look like in VR. In Figure 7, the concept of
the connected storyline in VR is presented. The various lo-
cations of the six episodes are arranged along a path in the
form of vignettes representing a virtual timeline. The user
is able to move via teleportation from one episode to an-
other depending on its interest.

3.1 The Proof-of-Concept

Due to the pandemic, the development of the complete
experience was delayed. However, in May 2021, the first
proof-of—concept of the VR experience “Ernst Grube — the
legacy” was presented to the public in the NS Documen-
tation Centre in Munich [22]. In this short 3:30 min. expe-
rience, Ernst Grube reflects about his stay in the Jewish
children’s home in Munich in 1940. This proof-of-concept
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Figure 8: Pictures from the exhibition: (left) table with demo PC and cable hanger; (right) User in the VR Experience, on the wall there is a
large display showing the current view of the user in the VR Experience.

gives an idea of this new concept and presents memories
of a Holocaust survivor using volumetric video for the first
time.

In mid 2022, it is planned to create the remaining five
virtual scenes and include the volumetric video of Ernst
Grube and the young student in there. The total duration of
the VR experience will be approximately 50 min., whereas
the user can switch between the different episodes and
watch freely, depending on her/his desires and interests.
In the context of cultural heritage, this VR experience will
be the one with the longest duration using digital repre-
sentations of humans based on volumetric video technol-
ogy.

In Figure 8, some impressions from the exhibit in Mu-
nich are shown. In the delimited area, the user could move
freely. The headset was connected to the render PCviaa ca-
ble duct on the ceiling. At the same time, the current view
of the users in the VR scene was shown on a large display
(Figure 8, right photo below on the wall). This also gave
other visitors the opportunity to get to know the VR expe-
rience.

3.2 First User Evaluation Results

With this proof-of-concept, it was possible to perform eval-
uations and to gather feedback. A questionnaire was laid
out next to the VR experience to invite visitors to provide
their feedback and perception. To the best of our knowl-

edge, this is the first user evaluation of a VR experience
using volumetric video technology in the context of preser-
vation of memories.

A total number of 40 visitors took part in the eval-
uation. The gender distribution was 24:16 (female:male)
with an equal age distribution ranging from young visi-
tors to elderly. It is important to note that more than 70 %
of the users did have no or just little previous experiences
with Virtual Reality. This fact distributed equally among
the different age groups. An important question is how
the users exploits the possibility to navigate with 6 de-
grees of freedom in the virtual scene. Figure 9, left shows
that a large proportion dared to move around in VR. More
than a third of the users even approached the protagonists
closely.

Furthermore, it was asked how the representation of
the volumetric characters, the type of representation in re-
lation to classical forms and the immersion was experi-
enced. The diagram in Figure 9, right shows the results for
the three questions on this topic. It is gratifying that the
majority of the three questions were answered positively.
The question about the special type of representation in
relation to classic forms was rated even more positively
(mean value = 3.68).

Finally, the duration of the VR experience, the emo-
tional touch, the recommendation and the overall impres-
sion were asked (see Figure 10). The majority of visitors
perceived the VR Experience as too short. Nevertheless,
the respondents stated that they were touched by Ernst
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Within VR, it is possible to move within the scene.
How much did you exploit this possibility?
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Perception and Immersion in VR

1 ° -

W How did you perceive the presented persons? (very artificial=1, very natural=5)

How impressed were you by the presentation of the contemporary witness
compared to a video in TV or internet? (not impressed=1, very impresssed=5)
How strong was your experience to join Ernst Grube and the student in the
garden of the childrens home? (not att all=1, very strong=5)

Figure 9: Evaluation results on movement in the virtual scene (left) and perception and immersion (right).

User Experience
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35
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1

What is your opinion on the duration of the virtual witness? (too short=1,
too long=5)

How strongly did Ernst Grube's story affect you in the virtual reality
experience? (not at all=1, very strong=5)

How likely is it that you will recommend this virtual reality experience to
friends or colleagues? (unlikely=1, very likely=5)

What is your overall impression of this virtual experience? (bad=1,
excellent=5)

Figure 10: Evaluation results on user experience.

Grube’s narration in the VR presentation (mean value =
3.32). This experience would be recommended by the ma-
jority to friends and colleagues (mean value = 3.63). Fi-
nally, the overall impression also tended to be rated posi-
tively (mean value = 3.78).

This user evaluation is the very first attempt to get user
feedback for such kind of VR experience. We plan to per-
form more detailed user studies as soon as the final experi-
ence is available. We believe that user studies of such kind
of immersive experiences are necessary due to the sensi-
tivity of the topic.

4 Testimony of Eva Umlauf

Our second project is based on a collaboration with Prof.
Anja Ballis from the faculty of languages and literature
and Prof. Markus Gloe from Geschwister-Scholl-institute
for political science, both at Munich University.

By beginning of 2021, we developed a concept for
the story to be told by Eva Umlauf. She is considered as
one of the youngest children that survived the concentra-
tion camp in Auschwitz. Based on her biographic memo-
ries [23] and intensive discussions, six episodes of her life
were selected: (1) Novaky, the place of a Slovakian concen-
tration camp and her place of birth, (2) Auschwitz, (3) An-
tisemitism after the Second World War, (4) Transmigration
from Slovakia to Germany in 1966, (5) Physician in Munich,
(6) Auschwitz speech in 2011.

After finalizing the contentual concept with Eva Um-
lauf and the team, a shooting was performed in May
2021 in the volumetric video studio at Volucap GmbH in
Potsdam-Babelsberg (see some impressions in Figure 11).
Each episode was planned to last between 8-10 minutes.
Overall, almost 60 minutes of content were captured, lead-
ing to a total amount of 80 TeraBytes of raw video data.
The concept and outlook of the virtual scene, where Eva
Umlauf will be placed in, is currently under planning. The
creation of volumetric video as well as the development of
the complete VR experience is envisaged for 2022 to be re-
alized thanks to a recently started national project.

Figure 11: Eva Umlauf in the volumetric studio.
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Figure 12: Eva Umlauf: two different views, original (left), reconstructed meshes (middle), reconstructed and textured meshes (right).

However, some first results are already available. Fig-
ure 12 presents two different camera views of Eva Umlauf
inside the capture stage. Figure 12 — left, shows the original
camera view. Figure 12 — middle, shows the related geom-
etry resulting from our volumetric video workflow. Finally,
on the right, the textured mesh of the resulting volumet-
ric asset is presented from the view of the original camera
views on the left.

5 The User Perspective in VR

The immersive presentation of memories from survivors of
the Holocaust requires a careful thinking of how this is re-
alized in Virtual Reality, because of the importance and
sensitivity of the topic. The user in VR has the opportunity
to get close to the contemporary witness and observe its
oral presentation of memories from arbitrary positions in
the virtual space. Hence, it is required to develop a respect-

ful experience, which puts the user in a clear role to reach
an emotional relationship with the contemporary witness.
Currently, we investigate and follow two concepts about
how the user may experience the memories of a contem-
porary witness.

5.1 Passive User Perspective

The first concept is a passive user approach, realized in the
first production with Ernst Grube. Here, a young student
serves as a counterpart to Ernst Grube by listening to his
memories. As a user in VR, we join this conversation in a
passive way, by just watching and listening the two protag-
onists. In Figure 13, left, the scenario is depicted, where the
user in VR is marked in red. The arrows pointing from the
nose of each actor assign the viewing direction. We choose
a young student because the idea is to show these short
films in schools, museums and memorials and to espe-
cially attract a young public in order to inform them about
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Concept 1 Concept 2
Eva Umlauf — her gaze
student Ernst Grube follows the VR user
active user
in VR at
position 1
passive active user
user in VR in VR at
position 2

Figure 13: Schematic description of user experience concepts.

this dark chapter of German history. The user follows the
talk and can experience the emotions and gestures of Ernst
Grube in a highly realistic 3-dimensional fashion.

5.2 Eye-Contact Preserving User Perspective

Nevertheless, what about if the contemporary witness is
not talking to some other person in the scene, but to you as
the user of the VR experience? This leads us to the second
concept that is followed by the project “Testimony of Eva
Umlauf”. There is a fundamental problem, as Eva Umlauf
is only looking in the direction, where she looked during
acquisition. Hence, there is a need to modify the viewing
direction of the volumetric character according to the po-
sition of the user in the VR experience to achieve eye con-
tact. The two different viewing positions of the active user
in VR and the envisaged head orientation of the volumetric
character to provide eye contact are visualized in Figure 13,
right. Due to recent advances in volumetric video, it is pos-
sible today to animate a volumetric character afterwards
in the VR experience in real-time in the render engine [24]
(see section 6 for more details).

With this technology, we are able to rotate the head,
obviously within the given physiological limits, and make
the volumetric character look at the user’s eyes in the VR
experience as illustrated in Figure 13, right.

5.3 Differences Between AR and VR

The two projects presented in the previous sections are
dedicated to Virtual Reality applications. The reason is
that the level of immersion should be increased through
a three-dimensional scenery that is related to the content
of the story told by the contemporary witness. This is fur-
ther enriched by additional video material and additional
historical information. Such a Virtual Reality application
requires a costly VR head set and a related render engine.

0. Schreer et al., Preserving Memories of Contemporary Witnesses = 79

However, this is not always available, especially if
such kind of experiences shall be used in the context of
history courses in secondary schools. The availability of
Augmented Reality devices such as smartphones or tablets
is more likely. Thus, the presentation of such use cases
has several consequences for the application itself. First of
all, the protagonist can be placed arbitrarily in the space
and the user is able to follow his/her talk. By walking
around the volumetric character, the three-dimensional
nature of the protagonist can be experienced. The eye con-
tact preserving scenario can also be easily transferred to
AR, because the head orientation can be manipulated in
the same way using the position of the AR device (ei-
ther glasses, tablets or smartphones) as reference point.
The major difference is that the user itself is not transferred
to another virtual environment, because he/she stays in
the real environment. It would be an interesting research
question, what the user experience is for such use cases
either presented in VR or in AR?

6 Interactive Animation of
Volumetric Video

The key pre-requisite for the second concept is the possi-
bility to generate animations and to apply modifications
to the captured volumetric video stream. We address this
by enriching the captured data with semantic information
and animation properties by fitting a parametric kinematic
human body model to it. The output of this step is a vol-
umetric video stream with an attached parametric body
model, which can be animated via an underlying skeleton
model. During the fitting process, both shape and pose of
the model are estimated. The shape is adapted from a tem-
plate human body mesh to fit the character, and is kept
constant for the complete sequence [25]. Care is taken to
ensure temporal consistency of the poses over neighbor-
ing frames to avoid artifacts in the later animation stage.
The result of the fitting process is a sequence of template
meshes that are close to the meshes in the volumetric se-
quence, while lacking some of the finer grained details and
textures.

For every vertex of each mesh in the volumetric se-
quence, we record the closest face of the template mesh
and the closest point on this face in barycentric coordi-
nates.

If a user joins the VR experience, head position and
orientation is registered continuously by the 3D glasses.
This information is used to estimate the correct perspec-
tive of the volumetric asset in real-time. A plugin in the ren-



80 —— 0.Schreer et al., Preserving Memories of Contemporary Witnesses

Figure 14: Captured/original frame of the Volumetric Video data
(1st image on the left) and animated (gaze corrected) frames (all
remaining images on the right).

der engine exploits this positional information and feeds
arender module that re-calculates a modified mesh for the
current frame.

The previously fitted pose in the neck joints of the hu-
man body model are modified to turn the model’s head to-
wards the user. We define limits for every axis of the modi-
fied joints to ensure the resulting poses look natural, even
if the user moves behind the character in the volumetric
video stream.

The fitted template mesh is now modified to represent
the new pose. As we previously recorded the closest points
in the template mesh from the volumetric mesh, we can
now modify and animate the original volumetric mesh se-
quence by moving it like the template mesh.

The modified mesh consists of a rotated head of the
Volumetric Video character, i.e. Eva Umlauf, looking in
the direction of the user. Thus, we keep all the geomet-
ric and texture details from the volumetric recording while
modifying the pose to achieve a more immersive experi-
ence. In Figure 14, an example is given from a previous
project, where the original gaze on the left was manipu-
lated to the final orientation on the right. The head follows
the new gaze direction.

7 Conclusion

In this paper, we presented two Virtual Reality projects,
where volumetric video technology is used to recreate ex-
periences with the contemporary witnesses. Both projects
are one of the first in this domain, which benefit from high-
quality dynamic 3D reconstruction of humans with volu-
metric video. Thanks to a first public presentation of the
proof-of-concept of “Ernst Grube — the legacy”, prelimi-
nary results were received from a small user study. The ini-
tial results are promising and encourage to further use vol-
umetric video in such kind of genre.

We also presented two different concepts with regards
to the user perspective in VR. The level of immersion is
not yet investigated in the context of preservation of mem-
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ories. Hence, the final VR experiences about Ernst Grube
and Eva Umlauf will offer the capability to further research
on this topic and create convincing, touching and immer-
sive experiences in a highly sensitive historical context.
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