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Abstract: One key aspect of the Internet of Things (IoT)
is, that human machine interfaces are disentangled from
the physicality of the devices. This provides designers with
more freedom, but also may lead to more abstract inter-
faces, as they lack the natural context created by the pres-
ence of the machine. Mixed Reality (MR) on the other
hand, is a key technology that enables designers to cre-
ate user interfaces anywhere, either linked to a physical
context (augmented reality, AR) or embedded in a virtual
context (virtual reality, VR). Especially today, designing
MR interfaces is a challenge, as there is not yet a com-
mon design language nor a set of standard functionalities
or patterns. In addition to that, neither customers nor fu-
ture users have substantial experiences in using MR inter-
faces.

Prototypes can contribute to overcome this gap,
as they continuously provide user experiences of increas-
ing realism along the design process. We present ExProto-
VAR, a tool that supports quick and lightweight prototyp-
ing of MR interfaces for IoT using VR technology.

Keywords: prototyping, design process, augmented real-
ity, mixed reality, virtual reality, 360° panorama

1 Introduction

With the advent of more powerful mobile computing
power and inexpensive display technologies, mixed real-
ity (MR) (augmented reality (AR) + virtual reality (VR)) has
received increasing attention in industry and in the con-
sumer market. Augmented reality is defined as an interac-
tive experience of a real-world environment in which cer-
tain elements are “augmented” with perceptual informa-
tion generated by computers, e. g. smartglasses or tablets.
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Virtual reality, on the other hand, is defined as an im-
mersive, interactive computer-generated experience situ-
ated in a simulated environment in which auditory, visual,
haptic, and other types of sensory feedback are incorpo-
rated. Combining and mixing aspects of AR and VR defines
mixed reality. Today, new platforms and new devices cre-
ate an expanding design space of MR systems [5].

The topic of MR is only scarcely addressed by the de-
sign community (e. g. [8]) and little to none design pat-
terns and principles addressing MR applications exist.
This makes it even more important to support the early
phases of prototyping, as designers and users can only
rely on minimal shared experiences. While others have
used AR to support general user centered design processes
[4, 17], we are using virtual reality to support the user cen-
tered design of MR applications specifically. DART [12],
as an early approach for AR prototyping, was very success-
ful at its time, providing a tool chain enabling designers
to create working prototypes as a result. This, however,
brought about a stronger focus on the technology side in
the design process, restricting the designer to what was
possible with the technologies provided with DART. With
ExProtoVAR (Experience Prototypes in VR for AR appli-
cations) we want to abstract away from specific hardware
solutions and software implementations and focus on the
design of the user’s interaction with the MR system and the
experience of the users especially with systems that have
IoT connectivity. The internet of things (IoT) is a comput-
ing concept consisting of the idea that everyday physical
objects are connected to the internet and are thereby able
to identify themselves to other devices, forming computa-
tional clusters to work together.

Important aspects, that have to be considered when
designing for MR, are: (1) the context (spatially) of the
situation, (2) the dynamics of the situation (temporally),
(3) the user’s whole body in the loop, (4) the features of the
MR device, and (5) the interplay with IoT devices (sensors,
actuators) situated in the real world.

While (1) and (2) depend on the application scenario,
(3) depends on the user, the task and her experience with
MR. The choice of the MR device (4) may be part of the de-
sign or fixed, however, it will always influence (3). The in-
tegration of devices (5) poses especially challenges on tak-
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ing into account different effects of IoT devices (e. g. delay
of information, sensor unreliability, in-accurateness, mes-
sage communication).

The situational aspects (1+2+5) will often be very spe-
cific, e. g. when designing for MR maintenance of a certain
machine with close connection to 10T devices, and they
might cover several locations and states (representing task
progress). During design and prototyping, it is thus essen-
tial for the designers to have a realistic representation to
work with. The choice of the MR device (4) will, at least in
industrial settings, depend on the interaction between 1, 2
and 3 to achieve a certain performance goal.

In the project Prototyping for Innovation (ProFI [14]),
we try to address these challenges with ExProtoVAR:
a lightweight tool to create interactive virtual prototypes
of MR applications. The central idea is to cover situations
(1 + 2) using sequences of 360° panoramas. In contrast to
other tools, ExProtoVAR is primarily used in VR. It gives
the designer an immersive editor at hand, with which vir-
tual tours and state transitions can easily be defined in
close interaction with the users. Areas of interest can be
defined and sketches (images) or HTML prototypes of MR
content can be integrated to design the MR application.
Different presentation modes, such as in-view (attached
to the screen) and in-situ (attached to the environment),
can be defined. Relevant MR devices (iPhone, Samsung
Tablet, Google Glass, Microsoft HoloLens) are simulated
(4) to support an informed choice. Virtual representations
of IoT devices can be integrated in the interaction loop.
Using the IoT middleware MQTT [2], they can be coupled
with external devices and other prototyping tools, such
as Node-RED [13]. In evaluation mode, users can immerse
into the prototype, try it out and use audio and text anno-
tations to comment on its features.

The idea to use panoramic images or videos for pro-
totyping MR has been introduced before (e. g. [3]). Others
have used 3D simulations in immersive virtual reality [1]
with expensive hardware for AR prototyping. In a sense,
we are using VR to simulate MR/AR. This is a quite suc-
cessful approach applied by the AR community to explore
designs for AR hardware and basic mechanisms (e. g. dis-
plays) [19, 15, 9, 10, 18, 16].

ExProtoVAR concentrates on holistic MR experiences
produced with a low technical barrier and low devel-
opmental costs. Regarding the distinction between low-
fidelity and high-fidelity prototypes (see e.g. [6] in the
mobile context), our work ranges in the medium-fidelity
range. One way it extends upon PARnorama [3] is, that it
immerses the user into the situation rather than showing
only a snippet of the situation on the screen of the AR de-
vice. Furthermore, the tool enables to simulate an environ-
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ment covering IoT interactions and message communica-
tion with sensors in the real world.

2 Motivation and Approach

To build prototypes for MR interfaces for IoT interactions,
a tool is needed to support users, designers and develop-
ers in different steps of a prototyping cycle. In the ProFI
project [14], we orient ourselves to the double diamond
model [7]. This model divides the design processes into
four distinct phases called Discover, Define, Develop and

Deliver. The prototyping process for MR can be seen as a

special case leading to several challenges on the way to a

product (see Figure 2).

Discover The first phase is characterized by a creative
divergent thinking and a tool is needed to make cus-
tomers acquainted with the possibilities of MR and
make MR concepts come alive. As MR is very dependent
on the situation, access to the environment the applica-
tion is planned for, is crucial. A tool is required to meet
and immerse into the environment and discuss possi-
ble augmentation ideas.

Define In the second phase, designers need to develop
a clear brief that frames the fundamental design chal-
lenge. To this end, a tool can be of great benefit, which
enables the designer to create an interactive prototype
in an easy way and within a short period of time.

Develop Several prototypes are created, tested and iter-
ated, targeting at a concrete prototype. Additionally,
technical adaptations and solutions need to be devel-
oped, as well as usability tests to be performed. The in-
terplay between the application and IoT devices has to
be tested. As different people are working an different
aspects, e. g. designers on interface design and techni-
cians on which device to use, these aspects always need
to be integrated in one prototype, so that side effects
can be accounted for. A shared tool is required which is
able to integrate the different prototypes and ideas.

Deliver In the last phase, the resulting project (a prod-
uct, service or environment) is finalized, produced and
launched. A prototype with notes and additional expla-
nations can help to serve as a benchmark for the solu-
tion offering a tool representing the different ideas and
stages of the prototype process.

3 ExProtoVAR

With ExProtoVAR, we present a lightweight tool to cre-
ate interactive virtual prototypes of MR applications. In
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Figure 1: The double diamond model for prototyping processes adapted to the design of MR/loT solutions supported by ExProtoVAR.

the following sections, we showcase the functionality of
ExProtoVAR by presenting its usage in a project carried
out with the company MODUS Consult AG, Germany to
demonstrate the advantages of a MR client introduced in
an industry 4.0 scenario. The scenario consists of three
stations, (1) an enterprise resource planning (ERP) sys-
tem connected to IoT devices used to support a picking
task, (2) a placing task to insert parts at the right places
into a carrier, (3) operating a machine and being informed
about the machine status and the processes with respect to
the ERP system. In this scenario, a LEGO machine build-
ing LEGO robots was chosen as a machine prototype be-
cause it covers the same processes occurring in a regu-
lar machine. Therefore, the developed MR client can be
transfered to any other machine scenario alike. The tar-
get device was specified to be a Microsoft HoloLens. The
HoloLens is a mixed reality headset, enabling the user to
engage with digital content and interact with holograms
in the real world. The application guides the user during
a pick and place process while receiving the required con-
tent from the ERP system and the IoT sensors. The integra-
tion of the IoT devices allows the application to automat-
ically provide feedback matching to the current situation
and progress of the worker. Thereby, the user is, e. g., able
to see which LEGO part to take out of a stock box or to place
into a defined position of the carrier and is informed about
the task’s progress.

This is a typical example that can be easily modeled
using ExProtoVAR. Taking relevant panorama images of
the scenario only takes minutes and the relevant interac-

tions are easily modeled. Using the MQTT connectivity, the
simulation can even be used by technical engineers during
the prototyping of the hardware setup, while user interface
designers and software engineers are still working on the
MR application for the HoloLens. Initial sketches of the MR
widgets can be refined and incrementally be replaced by
more elaborate designs, up to interactive click-dummies
implemented in HTML/JavaScript. In the following, we de-
scribe each step in more detail.

3.1 Modeling the Situation Context—360°
Panoramas

To cover the context, situation 360° panoramas are used
(see Figure 4 (1)). This serves two purposes; on the one
hand, it helps the user to immerse in the situation the ap-
plication is developed for and thus to get a feeling for using
the application in the relevant context and, additionally,
the environment can be used to identify those areas which
later should be used as AR markers. Consumer panorama
cameras (see Figure 3 left) are sufficient, small and easy to
use. We wanted to create a tool with which a situation can
be modeled in less than an hour and with which it is easy
to deal with several alternative images.

As in the beginning of the project, it was not settled
which stock boxes to use and how the AR marker would
look like, the first panorama pictures just covered a plain
table, an installation of typical stock boxes and the ma-
chine to be operated (see Figure 2 left). Even though not
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Figure 2: Left: First Prototype with Ul sketches; Right: Panorama image of showcase scenario.

Figure 3: Left: Samsung GearVR headset, VR controller and Samsung
Gear 360 panorama camera; Right: Main menu of ExProtoVAR.

being very precise, this panorama image already helped
to provide a basis on how the system would look like and
which parts needed to be integrated.

As the project moved on and insights were gained on
which IoT devices, e. g. which sensors to use, this led to
a refinement of the stock boxes. The design of the stock
boxes again had to be coordinated with the designers
and the technicians developing the AR marker. By using
a shared scenario, all involved persons can see how the
project changes, evolves and progresses while integrating
their changes.

3.2 Integrating MR Devices

In ExProtoVAR, different simulated devices can be used to
experience the MR content, e. g. a Samsung Galaxy phone,
an Apple iPad, an Apple iPhone, a Google Glass or a Mi-
crosoft HoloLens. They are simulated with respect to their
display size, location and display type. Handheld devices
are used in the virtual scene by moving the VR controller,
glasses automatically follow the user’s head movements.
By this end, the user is able to look around while scanning
the environment for augmentations and develop a feeling
for the behavior of the different devices. Figure 5 depicts
the augmentation of the LEGO machine perceived by the
user wearing a virtual HoloLens in VR. Figure 9 shows as

an example of the simulation of an iPhone displaying the
ERP interface.

3.3 Defining MR Interactions

Sketches of the information to be displayed at the stock
boxes and to be used as MR content are created in a tra-
ditional 2D way. Figure 2 on the left shows first sketches
of information to be displayed in the appropriate contexts.
As a next step, the designer can easily structure the ex-
perience by putting the panorama pictures and MR con-
tent (e. g. images, HTML pages) in dedicated folders on the
smart phone (see Figure 4.2).

However, the main part of prototyping happens then
immersed in VR. To create the VR experience, the designer
inserts the phone in the GearVR, puts on the headset (Sam-
sung GearVR, see Figure 3 upper left) and uses the con-
troller to define the logical, temporal and spatial aspects of
the situation by use of situation-links. Situation-links can
be used to define a walk-through by defining links leading
from one room to the next room or to a position in a room
(see Figure 7 right). But also, logical connections are possi-
ble, e. g. linking a situation standing in front of a machine
to a situation standing at the same position, but with the
machine switched on.

To cover the simulation of AR content, the user marks
areas in the panoramas and links them to the prepared MR
content (we call this event-links, see Figure 4.3). Whenever
in the defined situation the virtual device is moved over the
marked area, the device displays the MR content. In case
of the device being glasses, the content is displayed when-
ever the user focuses the marked area. By this means, Ex-
ProtoVAR helps to create an impression on how augmen-
tation information would appear in the situational con-
text. Figure 6 displays the design process of the MR wid-
get displaying information about the placing process. The



DE GRUYTER OLDENBOURG

content

&% 360 .,.

developingcontent,

é%
&

taking panorama

@plctures

(71&‘%?'

marking areasin

tructurlng content virtual reality
into situations defining events

T. Pfeiffer and N. Pfeiffer-LeBmann, Virtual Prototyping of Mixed Reality Interfaces = 183

connecting loT devices,
defmlngevents

T

meeting and interacting
WIth prototypein VR,

leaving notes

=

Figure 4: The workflow for prototyping MR solutions with ExProtoVAR. An essential aspect is the capturing of the relevant interaction con-

texts using panorama images.

Figure 5: Machine status dialogue: Top Left (TL): 2D Screen design of
the dialogue; Top Right (TR): Simulated appearance in ExProtoVAR
(VR); Lower row: Final appearance in the MS HoloLens (AR).

top row depicts the development of the content design, the
lower row shows how the design is integrated into the situ-
ational context; the left representing the design fitted into
the basic scenario, the middle depicting the AR simula-
tion with ExProtoVAR in VR, and the right showing how
the widget is displayed in the final product.

3.4 Defining loT Interactions

But not only the interaction between the world and the
HoloLens needs to be modeled. Also the interaction be-

Figure 6: Design of placing instruction: Top row: 2D sketches and
screen designs; Lower row: Simulated appearances with ExProtoVAR
(LL, LC) and final visualization in the MS HoloLens (LR).

tween the real world and IoT devices, e. g., with the sen-
sors in the stock boxes need to be accounted for (see Fig-
ure 4.4). The interplay with the environment and IoT de-
vices can be modeled in ExProtoVAR on a high level. But
the VR environment simulating the MR scenario is not
supposed to be too complex, as its purpose is to serve in
early prototyping. In ExProtoVAR, it is for example possi-
ble to integrate distance sensors in the VR world. To this
end, their position and their range inside the VR world
have to be marked (see marking process of event-links Fig-
ure 7). After defining the conditions for triggering sensor
events, the effects can be defined. To this end, ExProto-
VAR publishes all interactions as messages on the network
using the middleware MQTT [2] and the message broker
Mosquitto [11]. Using services, such as Node-RED [13], the
designer can specify the event logic and the interplay with
the IoT devices. By this means, it is possible to create vir-
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Figure 7: Left: Marking area for event-link, Right: Two situational-
links (grey circles) by which the user can either go to the picking
station (left) or to the production machine (right).
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Figure 8: Coupling ExProtoVAR using MQTT and Mosquitto enables
an integrated prototyping of Mixed World Interaction.

tual sensors and actuators and link them either to other
virtual IoT devices or to real hardware, also connected us-
ing MQTT. A virtual light switch could thus trigger a real
LED, a real touch sensor could change the visualization in
VR, etc. In our scenario, e. g., the ultrasonic distance sen-
sors recognizing when the user grabs into one of the stock
boxes are modeled in VR and connected via MQTT. This
allows the software engineers responsible for the integra-
tion of the solution with the ERP system to prototype the
software interfaces in interaction.

The ExProtoVAR tool allows for a gradual coupling
between the real world and the VR simulation of ExPro-
toVAR. It is possible to link the events of the real sensor
data with the simulation of the HoloLens or, the other way
around, to use the virtual sensors for broadcasting their
events to the real HoloLens. By this means, the prototyp-
ing process can gradually be tested and evolves towards
the final product. Figure 8 displays the interplay of the Ex-
ProtoVAR tool and the real world. On the left side the user
is shown in the interaction loop with the prototyping tool
diving deep into the interaction with the VR world. The
right side of the figure displays the user wearing a real MR
device, operating with the real sensors. Both users can ex-
change events via MQTT and interact with one another.

3.5 Defining MR Device Interactions

ExProtoVAR supports not only basic scanning for MR con-
tent, but also the modeling of interactive screens. For the
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Figure 9: ExProtoVAR can also be used to evaluate the use of clas-
sic mobile applications, such as the existing ERP WebApp, in the
context of the machine operation.

evaluation of the screen designs in VR, the simulated de-
vice can be brought up closer to the user by the press of a
button. The device is then filling almost all of the screen
and is detached from hand movements. In screen inter-
action mode, the VR controller operates a virtual cursor
which can be used to simulate touch events on the MR
device’s screen. If the MR content is an interactive HTML
page, e.g. a click dummy, HTML events can be triggered
as usual and the content will interactively change. An ad-
ditional “situation” protocol (scene://) is used to allow
the HTML content to trigger situation transitions to new
panoramas. MQTT messages can be triggered as well, e. g.,
to simulate actions that control a machine and evoke new
states. By this means, in our showcase it is possible to sim-
ulate the interaction with the ERP interface. The user can
press buttons on the simulated screen and thereby switch
between different assembly requests or take a look at the
available stock (Figure 9).

3.6 Annotations and Videotaping an
Interaction

After a prototype has been created with the ExProtoVAR
tool, it can be reviewed by users (see Figure 4.5). To enable
the user to provide context specific feedback, it is possible
to mark areas in the prototype and leave written notes and
spoken audio notes. The notes will be linked to the cho-
sen situation at the marked position and can be edited or
complemented in subsequent sessions. This supports the
feedback cycle and eases the communication about con-
text dependent issues. An additional feature of ExProto-
VAR s, that it can provide a compressed version of a proto-
type as a video export. Users can videotape an interactive
session, covering all relevant interactions with the MR ap-
plication in the virtual world. This can then serve as a ba-
sis for the developmental phase or can be used to present
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the prototype to several people at once, without necessar-
ily using the VR equipment.

4 Conclusion and Future Work

Designing contextualized MR applications requires a care-
ful consideration of the situation. We have presented Ex-
ProtoVAR, which combines VR and panorama imaging
technologies to immerse designers and users in the sit-
uation, allowing them to define and evaluate interaction
designs in context. Simulations of MR devices and differ-
ent visualization styles allow for a functional evaluation,
while the immersion supports an emotional evaluation at
the same time. The integration of MQTT makes it easy to
connect to IoT prototyping scenarios and integrates Ex-
ProtoVAR in a larger infrastructure of prototyping tools.
Meeting several of the requirements for a prototyping tool
defined in the double diamond model, ExProtoVAR can
therefore be used in the discover phase to immerse into
the environment and discuss augmentation ideas. It can
thereafter also be deployed to provide an interactive proto-
type in the define phase which gets refined, tested and con-
nected to IoT devices during the develop phase. In the de-
liver phase, the prototype developed with ExProtoVAR can
still be of benefit offering notes and insights gained during
the prototyping process as well as providing the possibil-
ity to recall intermediate states of the prototyping process
and the final result.

Funding: This work has been partly supported by the Fed-
eral Ministry of Education and Research (BMBF) of Ger-
many in the project “ProFI — Prototyping for Innovation”
(FKZ: 011S16015), http://prototyping4innovation.de/.
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