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Abstract: Due to hygienic regulations and mobility 
requirements, medical professionals show great interest 
in wearable devices allowing for hands-free interaction 
and ubiquitous information access. Smartglasses like 
the prototype “Google Glass” have already been eval-
uated in pre-hospital as well as clinical medical care. 
Based on laboratory studies according to the reliability 
of voice and gesture recognition and field studies during 
four surgeries in the department of paediatric surgeries, 
we discuss usability and acceptance of smartglasses for 
photo-enriched documentation during surgeries. While 
technical limitations (e. g. poor camera quality) have to 
be overcome, usable solutions for human-smartglasses 
interaction by voice and gesture recognition seem to  
be possible midterm. Surgeons and other members of 
surgical teams are curious about smartglasses in their 
working environment. This can be a starting point for a 
wider use, if user interface and interaction design for 
smartglasses are further explored and developed in a 
user-centered process meeting their requirements. In 
this regard, transmodal consistency is recommended as 
a design principle for applications supporting multiple 
input and output modalities.
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1  Introduction
For about five years growing interest in head-mounted 
displays (HMDs) with augmented reality (AR) modali-
ties (“smartglasses”) can be observed in the healthcare 
domain (e. g. [10, 17]). On one hand, it is fostered by high 
requirements on physicians’ and nurses’ mobility. On the 
other hand, cheaper and more powerful products are com-
mercially available which may support more pervasive 
flows of information and increased data quality. However, 
usability and acceptance have to be carefully considered 
before applications for smartglasses and other wearable 
devices are introduced for daily practice in this time- and 
safety-critical domain. After outlining the background and 
related work in chapter 2, methods and results of labo-
ratory and field studies according to usability aspects of 
accomplishing photo-based documentation during surger-
ies with Google’s smartglasses prototype (“Google Glass”) 
are explained in chapters 3 and 4. Conclusions according 
to effective and efficient usage of smartglasses in mission- 
or safety-critical contexts are drawn in chapter 5.

2  Background and Related Work
Subsequently, the state of the art of documenting surger-
ies in the department of paediatric surgery of a university 
medical centre will be explained (see section 2.1). Health-
care-related use cases of smartglasses are summarized in 
section 2.2.

2.1  Documentation During Surgeries

Documenting relevant details of surgical procedures is 
of utmost importance for surgeons and surgical teams in 
general for legal reasons, quality management and teach-
ing [7, 16]. Written reports are state of the art but “accuracy 
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of description […] depends on the vocabulary and the 
descriptive prowess of the surgeon” [20]. Pictures taken 
with digital cameras are a valuable addition to written 
documentations during surgeries.

Currently, photo-enriched documentation is performed 
either by assistants taking photos with the aid of a portable 
digital camera or a camera integrated in an operating light 
(see Figure 1). While the first approach requires an assistant 
to bend over the operating room table and hold the digital 
camera over the patients’ body, the latter one might require 
additional and time-consuming coordination between 
surgeon and assistant in order to get the desired picture as 
Figure 1 illustrates. Both approaches require a dedicated 
“part-time-photographer” waiting for the next photo to be 
taken. As human resources in surgeries are limited, there 
seems to be some room for improvement.

Furthermore, surgeons see the operating room table 
and especially the patient from a certain angle. Important 
details might look slightly different from other perspec-
tives. Smartglasses enable taking pictures from a “first 
person view”. Therefore, documentation is one the major 
use cases associated with smartglasses in medical care.

2.2  Smartglasses in Healthcare

Taking pictures and recording video during or after 
medical procedures has been evaluated both out of oper-
ating rooms (e. g. under forensic settings; [1]) and during 
surgeries (e. g. [6]) with promising results. However, 
“for deployment in clinical care, issues such as hygiene, 
data protection, and privacy need to be addressed and 
are currently limiting chances for professional use” [1]. 
Usability and acceptance of medical professionals as 
well as patients must be considered as well. Apart from 
documentation, further use cases for smartglasses in 
pre-hospital and clinical medical care are summarized 
in Table 1.

3  Laboratory Study
In the following sections preparation, conduction and 
results of tests in a media laboratory with Google Glass will 
be described. These tests have been designed to examine 
reliability of voice and gesture recognition in consider-
ation of clinical settings. Previously, the context of use has 
been analysed with respect to users’ characteristics, tasks, 
workflows and organizational structures.

Figure 1: Camera integrated in an operating light. Although being 
able to preview the picture, surgeons cannot change to a certain 
segment or zoom level. The camera control unit is on the other side 
of the operating room table and is operated by an assistant.

Use Cases Description References

Communication making and taking (phone) calls (rettungsdienst.de, 2013, [14])

Identifying Hazardous Goods getting information about characteristics and risks of 
materials 

[3]

Scanning identifying patients or resources [2, 9]

Search looking for site plans or maps (rettungsdienst.de, 2013)

Streaming broadcasting treatments live [11, 14]

Telemedicine bi-directional transmission of audio and video,  
consulting an expert

[11, 19]

Triage determining the urgency of each patients’ treatment 
based on algorithms

[3, 5]

Visualization / 
Augmented Reality (AR)

displaying data in situ and supplementing real-world 
environments

[4, 18]

Table 1: Use Cases for smartglasses in pre-hospital and clinical medical care [12, 13].
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3.1   Preparation

Different preliminary measures (e. g. procuring sterile 
and unsterile gloves in different sizes, defining criteria for 
voice and gesture recognition) were necessary to be able 
to examine different input modalities of Google Glass. 
They are summarized for voice recognition in section 3.1.1 
and for gesture recognition in section 3.1.2.

3.1.1  Voice Recognition

Based on a list of Google Glass’s predefined voice com-
mands (e. g. “take a picture”), short statements made 
up of commonly used English words (e. g. “people from 
work”), words sounding similar (e. g. “when then them 
there where”), medical terms (e. g. “pancreatic carci-
noma”) and word orders containing medical terms (e. g. 
“with a suspected pulmonary embolism”), different 
settings for voice input (e. g. with or without noise at 
75–78 dB, another user of smartglasses nearby, a group 
talking nearby) were defined. Depending on internet 
access, Google Glass supports speech recognition based 
on freely chosen word (groups) or predefined keywords. 
Both options had to be considered.

Criteria for correctness and accuracy of word recog-
nition were derived from Euler (2006). Finally, an appli-
cation for converting voice input into text shown on the 
optical head-mounted display was implemented.

3.1.2  Gesture Recognition

Because users of smartglasses in healthcare will often 
wear gloves of different types (e. g. sterile, unsterile) 
and sizes (e. g. form-fitting, too loose), various models 
have been created and criteria for accuracy of recogni-
tion has been defined. Following Euler’s (2006) criteria 
“word accuracy”, “gesture accuracy (GA)” was defined 
as ratio 

Figure 4: Structure of the test application „GestureDetector“. 
Gestures are counted and the gesture recognized last is named.

Furthermore, an application for detecting gestures and 
showing the results on the optical head-mounted display 
was implemented (see Figure 4).

3.2  Conduction

Voice recognition tests were performed by 6 participants 
(1 male speaker, 1 female speaker, 4 people talking if 
required) and with the aid of a smartphone application 
(“Sound Meter”) in order to measure noise levels. Refer-
ence values for correctness and accuracy of word recog-
nition were determined for both speakers under quiet 
conditions. 

Gesture recognition was tested by one person. The 
person had to repeat fixed procedures (see Figure 3) under 
varying conditions (e. g. with or without gloves). Davis 
and Rosenfield (2015, p. 919) suggest “a portion of a stan-
dard sterile plastic drape (e. g., 3M 1010 Steri-Drape; 3M, 
St. Paul, Minn.) can be used to cover the right temple / arm 
of Glass to allow aseptic touch access”. This approach was 
considered, too. 

3.3  Results

With respect to speech input, there was no difference 
between the male and the female speaker. Online voice 
recognition worked better than offline voice recognition 
under all conditions. Because thresholds for predefined 

Figure 2: Gesture Accuracy (GA) as the ratio between total number 
of performed gestures (KG), number of wrong recognitions (KV), 
number of missing recognitions (KA) and number of additional 
recognitions (KE).
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Taps and swipes were differentiated. Fixed orders for per-
forming them were defined (see Figure 3).

Figure 3: Order of swipe gestures to be performed by the user. 
Swipe direction (arrow) and number of fingers to use are shown.
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voice commands could not be changed, few opportuni-
ties existed for influencing recognition behaviour. A noise 
level of 75 dB led to much decreased word correctness 
and accuracy. Short word groups (e. g. “take a picture”) 
showed better results than single words. These results 
agree with other statements (e. g. [8]). In any case, similar 
sounding words should not be used as voice commands.

As Table 2 clarifies, Gesture Accuracy (GA) mainly 
depends on two factors – fitting of gloves and condition of 
fingers or gloves. Air bubbles, winkles and wetness lead 
to decreased GA. Using Google Glass with form-fitting and 
dry gloves shows promising results. However, gloves will 
hardly stay dry in surgical practice. Sterile drape has no 
major impact on recognition rates under dry conditions.

Table 2: Gesture Accuracy (GA) for taps and swipes depending on 
gloves, sterile drape and wetness of fingers or gloves. Conditions 
with GA < 0.75 either for taps or for swipes are highlighted.

Condition Wearing 
gloves

Sterile 
drape 
applied 

Condition 
of fingers /
gloves

Gesture 
Accuracy 

for taps

Gesture 
Accuracy 

for swipes 

1 no no dry 1.00 0.96
2 no no wet 0.83 0.92
3 no yes dry 1.00 1.00
4 no yes wet 0.63 0.58
5 unsterile 

(fitting)
no dry 0.93 1.00

6 unsterile 
(fitting)

no wet 0.70 0.75

7 sterile 
(loose)

no dry 0.90 0.71

8 sterile 
(loose)

no wet 0.60 0.29

9 sterile 
(fitting)

yes dry 0.90 0.88

10 sterile 
(fitting)

yes wet 0.70 0.21

In summary, it can be stated that reliability of both voice 
and gesture control with Google Glass seriously depends 
on environmental factors which can hardly be planned 
in advance. However, results were promising enough 
to conduct further studies in an at least partially well- 
defined environment like an operating room.

4  Field Study
In the next sections preparation, conduction and results 
of a field study in the Department of Paediatric Surgery at 
a university medical center will be described. The study 

has been designed to examine usability and acceptance of 
photo-enriched documentation with Google Glass during 
surgeries. 

4.1  Preparation

As part of a preliminary meeting, surgeons and other 
members of the department of paediatric surgery were 
introduced to Google Glass and had the opportunity to 
try it out by taking pictures and explore interaction pro-
cedures. A guidance document provided further informa-
tion and step-by-step instructions for taking and deleting 
photos. Although offline voice recognition worked worse 
than online in the laboratory studies, it was used for 
privacy and security reasons. In addition, relying on wire-
less internet connection is a potential issue at this stage of 
an exploratory usability study.

Applying Google Glass was found to be without any 
observable or stated problems – even for participants 
wearing glasses. Only one test person was afraid of losing 
the glasses during surgeries and recommended further 
fixation. While some reservations were made according to 
privacy regulations and hygiene, general interest in smart-
glasses was high. After a few attempts, all participants 
were able to take pictures via voice command. However, 
minor interaction problems were noticed:

–– After activating Google Glass by saying „ok glass“, 
some user hesitated and asked questions about the 
following steps. After that, they were unsure about 
the current state of Google Glass’ operating system 
(still activated?).

–– Statements of participants currently not wearing 
Google Glass were sometimes accepted as voice com-
mands, especially in relation to the aforementioned 
breaks. Hence, applications were started by mistake.

Pictures were transferred to a desktop computer in order 
to assess them. Although they failed to reach the resolu-
tions of state-of-the-art digital cameras or smartphones, 
the image quality was considered to be still sufficient. 
However, the missing zoom functionality was mentioned 
as a major disadvantage. 

4.2  Conduction

Photo-enriched documentation with the aid of Google 
Glass was tested during 4 operations conducted by 2 dif-
ferent surgeons. As recommended, one of them used an 
extra fastening for safety reasons (see Figure 5). In total 



� T. Mentler et al., Photo-enriched Documentation during Surgeries with Google Glass   175

52 photos were taken (3, 6, 15, 28). The range results from 
different times required (1–2 hours) and scales of opera-
tion. With respect to wearing smartglasses two different 
approaches could be observed:
1.	 Surgeons putting on the activated wearable device by 

themselves before hand disinfection and other mea
sures for ensuring sterility were performed.

2.	 Assistants working in the unsterile areas of the oper-
ating room attached the wearable device at the user’s 
head after hand disinfection and other measures for 
ensuring sterility were accomplished.

As shown in Figure 5, smartglasses were combined with 
magnifying spectacles and ordinary glasses. In order to 
take a photo, users had to (re-)activate the application by 
nodding of the head and using a certain voice command 
(“ok glass, take a picture”). A brief preview was shown 
before the result was saved and the procedure could be 
repeated.

4.3  Results

Due to its low weight and flexibility, the two surgeons 
felt comfortable wearing Google Glass and stated that 
they were not distracted by the additional glasses. In 
preparation of the surgical intervention, they followed 
two different approaches in order to put the wearable 
device on – by themselves or with the aid of an assis-
tant. Both of them satisfied the hygiene-conscious 
users. During one operation, the surgeon nearly forgot 
the wearable device he was equipped with and said out 
loud “Oh, right, I should take photos” after more than  
20 minutes. Using Google Glass in the previously 
described manner (head nodding, voice recognition) did 

not pose major usability problems either. Few and far 
between, both head gesture and speech input had to be 
repeated. Occasionally, users tried to take photos in a row 
and repeated “ok glass, take a picture” while the preview 
was shown. Because this option was not available at 
this stage, voice input was recognized “ok glass, delete 
this”. However, active assistance of the two observers  
(a student of medical engineering and a HCI researcher) 
was required only in one case. Due to a voice command 
recognized wrongly, another application was started 
and the surgeon did not know how to exit the program. 
For hygienic reasons, the system-wide swipe gesture for 
ending applications was not available and the appli-
cation-specific speech input was unknown to the user. 
In contrast to gesture control, there is no system-wide 
voice command for ending applications. Conversations 
of other members of the surgical teams or surrounding 
sounds (e. g. alarm of a monitoring device) did not affect 
human-computer interaction at all. Both sufficient dis-
tances between team members and their hushed voices 
avoided accidental speech input. The well-defined and 
professional environment of an operating room contrib-
utes to the reliability of human-computer interaction 
with smartglasses.

The vast majority of photos taken during the sur-
geries were characterized by overexposure. Only if the 
operating light was switched off or the object of inter-
est was located outside the central light field, picture 
quality was acceptable. Although the first-person view 
would still be a benefit for surgeons, switching off lights 
or moving body parts repeatedly would be no suitable 
solution for the documentation tasks in daily work. 
Varying light intensity, colour temperature or central 
light field size had no noticeable impact on picture 
quality (see Figure 6). 

Figure 5: (left) Additional fastening with tape, (right) Surgeon wearing Google Glass, magnifying spectacles and ordinary glasses.
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These results contrast with the initials tests summarized 
in section 4.1 and prove the importance of conducting 
field studies in real working environments. In accordance 
with preliminary judgments, zoom functionality was 
deemed necessary. In summary, it can be stated that these 
hardware-related aspects could not satisfy either users or 
observers.

5  Conclusions
As the described studies in a laboratory and in the 
department of paediatric surgery prompt, photo-based 
documentation with Google Glass during surgeries can 
be accomplished with respect to human-computer inter-
action. However, technical limitations (e. g. poor camera 
quality, short battery life, critical heat generation) have to 
be overcome in order to be usable and practical. During 
the two-day visit, many surgeons and other members of 
surgical teams showed great interest in smartglasses. 
Long-term studies have to clarify acceptance apart from 
curiosity.

With respect to user interface and interaction design 
of applications for smartglasses and other wearable 
devices supporting different input and output modal-
ities, general design principles and best practices as 
well as style guides have to be derived. During our 
study, active assistance of the observers was required in 
one case due to a speech input recognized wrongly and 
inconsistent gesture and speech control according to 
availability of a system-wide command. Therefore, 

transmodal consistency is recommend as a general 
design principle and defined as follow: “If an interac-
tive system employs different input and output modali-
ties, it is transmodal consistent if it grants access to same 
functionality and feedback via different modalities with 
comparable interaction efforts”. If there is a system-wide 
touch gesture for ending applications, there should be 
a comparable voice command (e. g. “ok glass, home”, 
according to the previously mentioned use case). Espe-
cially in mission- or safety-critical application domains, 
users must be enabled to deal with rare or even unfore-
seen circumstances (e. g. high noise level hampering 
speech input, too wet or loose work gloves impeding 
touch gestures). A total breakdown of interaction or 
time-consuming workarounds could compromise safe 
actions and sustainable acceptance.

Because hands-free interaction does not neces-
sarily mean that less attention is required for using an 
interactive system, further studies have to be performed 
according to different levels of skill-based, rule-based 
and knowledge-based behaviors and performances [15]. 
Nevertheless, smartglasses might help to improve certain 
work situations, e. g. pictures taken by an assistant not 
able to get a preview under the guidance of a surgeon not 
able to control the camera.
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