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Abstract: We examine gender differences when eliciting distributional prefer-
ences as conducted by the Equality Equivalence Test, which has the ability to
classify subjects into preferences types. Preferences are elicited when individ-
uals interact with an individual of the same gender and with an individual of
the opposite gender. We find elicited preferences are robust across both in-group
(same gender) and out-group (opposite gender) interactions. When analyzing the
intensity of benevolence (or malevolence) we find that overall women exhibit
more malevolence than men, but there is no gender difference for benevolence.
Furthermore, women exhibit a higher level of in-group favoritism than men.
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1 Introduction

A plethora of work in economics and psychology has documented the importance
of social preferences in various environments. As economic science continues to
improve in its methodology in eliciting social preferences, both in measuring
preference type and intensity, it then becomes relevant to understand if such
methodology produce consistent measurements across different economic en-
vironments. Recent experimental research has investigated the robustness and
stability of individual preferences, examples include time preferences (Meier and
Sprenger, 2015), risk (Andersen etal., 2008), charitable preferences (Benz and
Meier, 2008), and cooperative preferences (de Oliveira etal., 2012; Volk etal.,
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2012) among others. In this paper, we examine gender effects of elicited distri-
butional preferences across in- and out-groups via the Equality Equivalence Test
(EET) with a gender domain in a laboratory experiment under the assumption
that the EET is a stable measurement tool.

Why is examining the stability of individual preferences in a group context
important? Groups, in various forms, are prevalent in nearly all aspect of society.
Much research has investigated how (non)membership in groups affects decision
making in various economic environments. A large portion of this research ex-
amines the willingness of group members to engage in pro-social behavior, and
whether or not group members exhibit in-group favoritism and/or out-group bias.
Identification with groups can elicit different behavior from individuals (Akerlof
and Kranton, 2000), and even when the groups are induced in the laboratory
through minimal group paradigm.! Due to this effect on behavior, and that indi-
viduals may form distributional preferences in the context of groups (or the mea-
surement of distributional preferences cannot be done without a group context),
we ask how, or if, elicited distributional preferences are affected by group identi-
fication, which in our paper is gender.

We examine gender differences and in-group-out-group bias in distributional
preferences. Several different experimental tests to identify distributional prefer-
ence types have been used by economists since the 1990s.% The distributional pref-
erences archetype and test we examine, the Equality Equivalence Test (henceforth
— EET), was developed by Kerschbamer (2015). We acknowledge that other distri-
butional preferences tests are equally valid to answer our research question but
we chose the EET test for the reasons described below. Our study is new in that
we elicit social preferences from subjects when they play with an individual of
the same gender and that of the opposite gender. This test has been used in ex-
periments on bidding behavior (Flynn et al. 2016), ego depletion (Balafoutas et al.,
2018), political attitudes (Kerschbamer and Muller, 2020), and competitive prefer-
ences (Balafoutas etal., 2012). As this test has been used to understand behavior
in a several different economic environments it is therefore important to under-
stand how these preferences change (or not change) when individuals interact
with their in- and out-group. If individual preference types vary by in-group and
out-group context in the distribution test we examine herein, then this would raise

1 Some prominent examples of the minimal group paradigm in experimental economics are Sut-
ter (2009), Hargreaves-Heap and Zizzo (2009), Chen and Li (2009), and Goette et al. (2012).

2 Some examples are Charness and Rabin (2002), Cabrales etal. (2010), and Iriberri and Rey-
Biel (2013). The ring-test was developed by Griesinger and Livingston (1973) and Liebrand (1984)
to study social value orientations and later employed by economists to examine distributional
preferences. See for example, Offerman et al. (1996), Brandsts et al. (2009), and Sutter et al. (2010).
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additional questions regarding the robustness of social preferences across con-
texts and potentially for other distributional tests used by the field. To our knowl-
edge, this variation when performing the EET has not been explored. Although
explaining the advantages of using the EET test is beyond the scope of this study,
we would like to quote some of the advantages mentioned in the original paper
by Kerschbamer (2015), page 94:

(i) that it is simple and short as subjects’ task is to make a small set of diagnostic choices
without feedback;[...] (iv) that it is flexible as test size and test design can easily be fine-
tuned to the research question of interest; (v) that it is precise as it identifies the archetypes
of distributional concerns with arbitrary precision and also gives an index of preference in-
tensity.

We chose to use the EET for several reasons. First, the EET provides information
at the individual level and is non-parametric. This test has additional advantages
over other methods, (such as a dictator game). For instance, it allows us to classify
subjects in types, such as altruistic, selfish, inequity averse, and others. Moreover,
this test provides two measures of social preferences, the x-score and the y-score,
revealing information about individuals’ benevolence (or malevolence) in the do-
mains of disadvantageous and advantageous inequality, respectively. Finally, we
conduct a within-subjects design which has some limitations, i. e. demand effect,
but has also other advantages such as individual comparison. Furthermore, all
the decisions were made simultaneously. In Section 2.1, we provide a further de-
scription of the EET.

The literature on social identity is well established going back to Tajfel and
Turner (1979) in social psychology and Akerlof and Kranton (2000) in economics.
In economics, gender differences have been studied in many contexts including
risk preferences, social preferences and competitive preferences.’ Given the char-
acteristics of the game employed in our experiment, i. e. income allocations, we
are mainly interested in the literature related to dictator games and/or giving be-
havior in the context of gender differences. The results of the literature are mixed
but a general finding is that women seem to be more sensitive to the context than
men (Croson and Gneezy, 2009). For instance, it has been shown that in a full
anonymous dictator game, women give almost twice as much as men (Eckel and
Grossman, 1998) whereas no gender differences in generosity are found in a set-
ting with lower anonymity (Bolton and Katok, 1995).

3 Croson and Gneezy (2009) review the literature on gender differences in the aforementioned
three contexts, i. e. risk preferences, social preferences, and competitive preferences.
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In the context of allocation decisions, women are found to show systemati-
cally more inequality aversion preferences (Andreoni and Vesterlund, 2001; Dick-
inson and Tiefenthaler, 2002; Selten and Ockenfels, 1998; Miiller, 2017). Other
studies closer to ours focus on the giving behavior when the gender of the recipi-
ent is known. Dufwenberg and Muren (2006) find no differences in giving behavior
regardless of the gender of the recipient, although overall men receive less than
women do. Ben-Ner et al. (2004) find no differences when the gender of the recip-
ient is unknown but find women give significantly less to another woman than to
aman or to an unknown gender, while they find no differences for men. In a meta-
analysis study on discrimination, Lane (2016) concludes that the identity category
of gender leads to the lowest discrimination (i. e. gender discrimination is weaker
than artificial groups, ethnic, and national discrimination) and finds significant
out-group favoritism in gender studies (i. e. females favor males and males favor
females).

Our results show that the proportion of preference types is constant across
gender and across both in-group and out-group interactions. These results sug-
gest that the EET test is robust across multiple environments, when in-group and
out-group effects may be of a concern (or at a minimum in a laboratory environ-
ment in a gender context). These results are somewhat different from earlier ex-
periments on group identity and social preferences (Chen and Li, 2009). However,
in Chen and Li (2009), group identity was induced and the test was different so
the results cannot be directly compared. There is a large volume of social identity
literature that examines the impact of natural identities and finds positive results
for intergroup discrimination (Lane, 2016; Chen et al., 2014). On the other hand,
when we analyze the levels of benevolence (or malevolence) captured in the x-
score and y-score of this test, we find a negative (positive) bias for women (men)
when interacting with both genders (women).

The rest of the paper proceeds as follows. Section 2 overviews the experimen-
tal design, Section 3 discuss the results, and Section 4 offers concluding com-
ments.

2 Design

Prior to the EET task subjects performed several rounds of two real-effort tasks (for
details see Baier et al. 2018). Baier et al. (2018) focused on entry decisions and per-
formance in a competitive environment and this note examines differences in dis-
tributional preferences in detail. Subjects completed two sets of the four-decision
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Table 1: Equality Equivalence Test (EET).

Benevolence Behind
Option A Option B
You receive  Your partner receives  You receive  Your partner receives

1.5€ 3€ 2€ 2€
2.5€ 3€ 2€ 2€

Benevolence Ahead

Option A Option B

You receive  Your partner receives  You receive  Your partner receives
1.5€ 1€ 2€ 2€
2.5€ 1€ 2€ 2€

version of the EET (see Table 1). The decisions were made simultaneously mean-
ing that on the same screen subjects made EET choices when the partner was from
the same gender and from the other gender. Following the EET test, subjects com-
pleted a questionnaire and were paid for the entire experiment. The experiment
was run at the EconLab at the University of Innsbruck with 360 subjects, which
were equally split between men and women. The mean age in our sample is 23
years (st. dev. 3.81), and approximately two thirds of the participants are under-
graduate students and one third are graduate students. 47.8 % of the subjects are
enrolled in economics and business administration, 35.8 % in natural sciences,
and 16.4 % in humanities. The experiment was run with the z-Tree software” (Fis-
chbacher, 2007), and subjects were recruited by HROOT (Bock et al., 2014).>

2.1 The Equality-Equivalence Test (EET)

The Equality Equivalence Test (Kerschbamer, 2015) elicits distributional prefer-
ence types at the individual level. Each subject has to make a series of binary

4 See the full set of instructions of the experiment on Appendix A.1, and screenshot of this EET
task on Appendix A.2.

5 It is important to note that the data were collected at the end of the sessions from the experi-
ment run in Baier et al. (2018). This data comes from three different treatments. We checked for
possible differences between treatments and we did not find any significant differences. There-
fore, henceforth we pool all our data. See Appendix A.3 for more details on the distributions
of distributional preferences types by treatment and by gender pair. All the comparisons had a
p-value > 0.1.
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choices between allocations that both involve an own payoff for the decision
maker and a payoff for a randomly matched anonymous second subject. We use
the four binary choice version of the EET. In each of the four binary decision
problems, one of the two allocations is symmetric — i. e., egalitarian, giving the
same payoff to each person — while the other leads to unequal payoffs for the
two subjects. The four choices are shown in Table 1, which breaks down into a
disadvantageous inequality block (benevolence behind) and an advantageous
inequality block (benevolence ahead), depending on whether inequality is to the
advantage or disadvantage of the decision maker. Based on the choices in this
task, each subject reveals information about his or her benevolence in the do-
mains of disadvantageous and advantageous inequality. We use a simple coding
procedure that assigns values from —1to +1 (in steps of 1) to reveal benevolence in
each domain, with positive values corresponding to higher benevolence. Benev-
olence in the domain of disadvantageous inequality is measured by the so-called
‘x-score,’, and benevolence in the domain of advantageous inequality by the so-
called ‘y-score’. Based on these values, we can classify each subject into one of
nine distinct behavioral types. In particular, these types are: spiteful, altruist,
inequality averse, inequality loving, kiss-up, envious, maxi-min, kick-down, and
selfish. For the sake of simplicity in our analysis and of comparability to previous
research, we will classify subjects in 4 types: Altruistic (ALT) which merges altru-
ist and maxi-min types, Inequity Averse (IAV) corresponding to inequity averse
subjects, selfish (SEL) corresponding to selfish subjects, and others (OTHERS)
which merges spiteful, inequity loving, kiss-up, envious, and kick-down subjects
(for further explanations on the EET test, see Kerschbamer, 2015).

3 Findings

We first use the results from Kerschbamer et al. (2019) as a benchmark to analyze
whether our results are similar to previous studies using the EET in the lab. In
line with that paper, we divide our total sample into the 4 aforementioned types
(shown in Table 2): ALT, IAV, SEL, and OTHERS.® Table 2 shows that the distribu-
tion of types in our sample is close to the one in Kerschbamer et al. (2019) with
the exception that in our sample there are significantly less inequity averse (IAV)
subjects and more subjects falling in the category of OTHERS. We use this table

6 Note that our data comes from three different treatments (as mentioned in Section 2) and Ker-
schbamer et al. (2019)’s data comes also from three different treatments.
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Table 2: Comparison of distributional preference type in our sample versus other sample.

Our sample Kerschbamer et al. (2019) Chi-square test,

(N=697) (N =344) p-value
Altruistic 31.56 % (N = 220) 38.08% (N=131) P =0.04*
Inequality Averse 11.62% (N =81) 10.75% (N =37) P=0.75
Selfish 46.91% (N =327) 45.93% (N =158) P=0.81
Other 9.91% (N =69) 5.24% (N=18) P=0.02*

Note: Chi-square testis used to compare the proportion of subjects of each type between our sam-
ple and the sample of Kerschbamer et al. (2019). 23 observations are excluded from our sample
for inconsistency in the decisions.

Table 3: Comparison of distributional preference type of male vs. female.

Male Female Chi-square test,

p-value

Altruistic 34.57 % 28.53 % p=0.075
Selfish 46.86 % 46.97 % p=0.940
Inequality Averse 9.43% 13.83% p=0.077
Other 9.14% 10.66 % p=0.527

simply to show that the order of the four types from most to least prevalent is the
same across the two samples.’

We compare the distribution of male and female based on the four categories
by pooling the in-group-out-group observations. In Table 3 we see that there is
a higher proportion of alturistic men than women but women are slightly more
inequity averse than men, although the differences are not significant at the 5%
level. These result go in line with previous literature (Andreoni and Vesterlund,
2001; Dickinson and Tiefenthaler, 2002; Selten and Ockenfels, 1998).

Result 1. There are no significant differences in the proportion of types between
men and women.

Henceforth we provide power calculations and sensitivity analysis (Satterth-
waite’s t-test assuming unequal variances). The figures present the power dynam-
ics given the observed differences for each test indicated in the label. The y-axis

7 While fragility could be a concern, because the other sample does not have a gender domain
and ours has a larger sample size, we find the latter two explanations to be a more plausible
reasons for the differences, but we cannot test for this.
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Power for a two-sample proportions test
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Figure 1: Power test — male vs female.

stands for the power and the x-axis for the necessary sample for each level of
power to be obtained. Overall, we would need extremely large sample sizes to
detect significant differences with power of 80 % or greater for the distribution
of preference types by gender and by gender across both in- and out-groups. We
describe our power analyses in greater detail below.

In Figure 1, for the given difference in altruistic subjects between treatments
Male and Female to be significant in a 5% level with a power of 80 % (probabil-
ity of type II error) a sample of N = 1,858 observations would be required for both
samples (929 per group). Similarly, for Selfish a sample of N = 6,461,966 observa-
tions would be required (3,230,983 per group). For Inequality Averse, the neces-
sary sample would have to be N = 1,666, and for Others the sample would have to
be N =12,120.

In Figure 2 we break subject’s distributional preferences into the four cate-
gories.® Our four within-subject comparisons are female-female when a woman
is playing as decision maker (DM) with a woman as passive receiver (PS), female-

8 In Appendix 4 we also provide a table with the distribution of social preferences into the 9
categories.
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Figure 2: Proportion of Distributional Preference Type by Gender and in-out-group.

male (a woman is playing as DM with a male PS), male-male (a man is playing DM
with a man PS), and male-female (a man playing as DM with a female PS). Figure 2,
Panel (a) shows the distribution of female types when matched with another fe-
male and when matched with a male. Panel (b) shows the distribution of male
types when matched with another male and when matched with a female. Most
of the subjects are selfish (around 47 %). Overall, we find no significant differences
in the distribution of types between male and female regardless of whether they
are matched with someone from the same or the opposite gender (none of the p-
values are below 0.48, McNemar chi2). In Panel (a), we observe that around 29 %



208 —— T.)aber-Lopezetal. DE GRUYTER

Estimated power for a two-sample paired-proportions test

Large-sample McNemar's test
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Figure 3: Power test — Female-Female vs Female-Male.

of women are classified as ALT, 14 % as IAV, 47 % as SEL, and 11 % as OTHERS. In
Panel (b), around 32 % of men are classified as ALT, 12 % as IAV, 46 % as SEL, and
10 % as OTHERS.

Result 2. There is no difference in the proportion of distributional preference types
across in-group-out-group interactions for both men and women.

We further examine if individuals switch their preference type depending if
they are matched with an individual of the same or opposite gender. We find very
few men (5.38 %) and women (8.48 %) switch types, and the difference is not sig-
nificant (p = 0.41, chi—squared-test).

We now turn to the power for the tests comparing female and male behaviour
towards the in-group and out-group gender, when women are decision makers. In
Figure 3, we perform a power analysis for the difference between female-female
and female-male for the different distributional preferences types. For the given
differences to be significant in a 5% level with power of 80 % the following sam-
ples would be necessary: For Altruistic (ALT) the number of observations would
have to be N = 36,854, for Inequality Averse (IAV) the number of observations
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Estimated power for a two-sample paired-proportions test
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Figure 4: Power test — Male-Male vs Male-Female.

would have to be N = 29,524, and for Selfish (SEL) and OTHERS the samples would
have to be N = 925,876 and N = 128,175, respectively.

In Figure 4, we perform a power analysis for the difference between male-male
and male-female for the different distributional preferences types. For the given
differences to be significant in a 5 % level with power of 80 % the following sam-
ples would be necessary: For Altruistic (ALT) the number of observations would
have to be N = 2,429, for Inequality Averse (IAV) the number of observations would
have to be N = 38,393, and for Selfish (SEL) and OTHERS the samples would have
to be N = 6,170 and N = 3,614, respectively.

The power calculations show that our results would require overall extremely
large samples sizes ranging from sample sizes of N = 1,666 to N = 6,461,966 to find
significant results at the 5 % level with 80 % power. Given those results we believe
that our results are robust.

Our regressions show more evidence of an effect of gender and in-group-out-
group bias on choices in the EET than evidenced by the non-parametric tests.
A possible explanation is that in Table 4 the dependent variable is not the individ-
ual type, but the level, at the intensive margin, of benevolence (or malevolence)
towards another individual as measured by the x-score (specification 1) and the
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Table 4: OLS regressions.

(1) 2

Xx-score y-score

Female-Female -0.14* -0.01
(0.06) (0.06)

Female-Male -0.16* -0.01
(0.06) (0.06)

Male-Female 0.02 0.06
(0.06) (0.05)

Constant 0.06 0.37**
(0.04) (0.04)

N 697 697

Note: The two specifications are Ordinary Least Square. Standard errors in parentheses, clustered
by session. 23 observations are excluded from the sample for inconsistency in the decisions.
*, **_indicates statistical significance at the 5 %, 1 % level, respectively.

y-score (specification 2). This method of analysis allows for pooling of all types
along with documenting and exploiting changes in revealed benevolence that are
not large enough to result in changes in type.

We perform two Ordinary Least Square regression specifications (Table 4) to
analyze the gender differences depending on the recipient of the monetary alloca-
tion on the x-score (column 1) and on the y-score (column 2). Both Female-Female
and Female-Male have a significant and negative effect on x-score (column 1).
When estimating the x-score, women as decisions makers are predicted to have
significantly different x-scores than when men are decision makers. But this re-
sult does depend on the gender of the inactive person. Turning to estimation of
the y-score in the second column, we find that only the constant is significant,
indicating that gender does is not a significant predictor for the y-score.”

Result 3a. Women exhibit an in-group-out-group bias in the domain of disadvan-
tageous inequality: they are less benevolent towards both other women and men.

Result 3b. Gender appears not to have a significant effect in the domain of advan-
tageous inequality.

Finally, we measure the size of the intergroup discrimination: We gener-
ate a variable called x-score-difference (y-score-difference) which measures, at

9 Given that in our experiment subjects participated in seven previous stages of a competition
experiment, we provide a complete robustness check analysis in appendix A.5 in which we check
for endogeneity issues.
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Table 5: Comparison of x and y-score-difference by gender.

Female Male Mann-Whitney
test-statistic, p-value

Mean x-score-difference 0.023 -0.023 z=-1.927,p=0.054
Mean y-score-difference -0.012 —-0.063 z=-2.502,p=0.012*

*, ** indicates statistical significance at the 5 %, 1 % level, respectively.

the individual level, the difference between the x-score (y-score) when matched
with the in-group and the x-score (y-score) when matched with the out-group.
Therefore, we can classify subjects in 5 categories: a x-score-difference (y-score-
difference) of 2 means high in-group favoritism, a score of 1 means in-group
favoritism, O means no-favoritism, —1 means out-group favoritism, and —2 means
high out-group favoritism. Table 5 shows the mean x-score-difference and the
mean y-score-difference for female and male. The mean x-score-difference is neg-
ative for men while positive for women and this difference is not significant (MW,
p = 0.054). Both genders have a negative mean y-score-difference, although the
absolute value is significantly higher for men than for women (MW, p<0.05). Men
show a higher out-group favoritism than women in terms of benevolence when
ahead.

Result 4. Overall, men are more benevolent towards women when playing in the
advantageous block.

4 Conclusion and discussion

In this paper, we examined how distributional preferences vary when individuals
interact with a member of the same gender and a member of the opposite gender.
We show the distribution of types is robust to one form of in and out-group ef-
fects as individuals rarely switch their preference type across the in and out group.
Overall, we find no difference in the proportion of types when comparing between
men and women. Further, we find no differences in the proportion of types by gen-
der across in-group and out-group interactions. We argue these findings are im-
portant as they attest to the robustness of the EET, at least in the context of gender
in a laboratory environment. On the other hand, we find a gender difference, but
not an in-group-out-group bias, but in terms of benevolence as women display
more malevolence than men. Finally, we find that men exhibit greater intergroup
favoritism than women when measuring the size of the intergroup discrimination.
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A possible explanation of this result is the social norm of chivalry (Eckel and
Grossman, 2001); however, we only offer this as one potential explanation and
further research is needed to confirm these findings. These results provide a new
contribution to the literature on social preferences and gender, specifically on the
stability of distributional preferences in the context of gender intergroup bias. Fu-
ture research would need to evaluate the motivations for these results and exam-
ine if these results hold true to other types of group identifications, including in
minimal group paradigm environments, or using other group delineations such
as national, linguistic, or ethnic identities, as well as for other distributional types
or economic environments
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