
Research Article

Lutfiye Kusak*, Fatma Bunyan Unel, Aydın Alptekin, Mehmet Ozgur Celik, and Murat Yakar

Apriori association rule and K-means clustering
algorithms for interpretation of pre-event
landslide areas and landslide inventory mapping

https://doi.org/10.1515/geo-2020-0299
received April 22, 2021; accepted September 13, 2021

Abstract: In this paper, an inventory of the landslide that
occurred in Karahacılı at the end of 2019 was created and
the pre-landslide conditions of the region were evaluated
with traditional statistical and spatial data mining methods.
The current orthophoto of the region was created by
unmanned aerial vehicle (UAV). In this way, the landslide
areas in the region were easily determined. According to
this, it was determined that the areas affected by the land-
slides had an average slide of 26.56m horizontally. The
relationships among the topographic, hydrographic, and
vegetative factors of the region were revealed using the
Apriori algorithm. It was determined that the areas with
low vegetation in the study area with 55% confidence
were of a Strong Slope feature from the Apriori algorithm.
In addition, the cluster distributions formed by these factors
were determined by K-means. Among the five clusters cre-
ated with K-means, it was determined that the study area
was 38% in the southeast, had a Strong Slope, Low
Vegetation, Non-Stream Line, and a slope less than
140m. K-means results of the study were made with perfor-
mance metrics. Average accuracy, recall, specificity, preci-
sion, and F-1 score were found as 0.77, 0.69, 0.84, and 0.73
respectively.

Keywords: Apriori algorithm, K-means algorithm, land-
slide inventory, landslide, UAV

1 Introduction

Landslides accounted for 5.2% of all the natural hazards
that occurred in the world between 1998 and 2017, during
which approximately 4.8 million people were affected
and 18,414 people died [1,2]. According to inventory
records, between 23,286 landslides occurred in Turkey
between 1950 and 2019 [3]. Moreover, a total of 1,343
people died in 389 landslides that occurred between
1929 and 2019 [4].

Landslides occur as a result of preliminary factors
including geological, topographic [5,6], environmental
and triggering factors such as earthquakes, precipitation
and people [7]. In addition to causing destruction in
urban and rural settlements, landslide movements such
as flowing, sliding, falling and toppling [8–11], block
agricultural lands, forest areas [12], roads that provide
rural and urban connections [13,14], communication sys-
tems [15], railways, drainage and irrigation channels [16],
resulting in financial and moral losses.

Landslides are frequent in Turkey, and often occurred
in the same areas and turn into natural disasters due to
geographical structure [17], climatic characteristics, incor-
rect land usage, presence of active earthquake zones, high
mountainous areas, and the high slope height across the
country [18].

Landslide inventories and maps are produced in
order to record landslide zones, understand their distri-
bution, take the necessary precautions for such zones,
effectively tackle the losses caused by landslides and
understand the environmental variables that cause land-
slide formation [17,19–24].

The stages of preparing landslide inventory maps
vary according to the type of map to be prepared. The
methods used in preparing inventory maps also vary
according to the purpose of the paper, the size of the
study area [25], and the availability of the region. In gen-
eral, the methods consist of investigation of the field
where the event occurs [15,24,26], evaluating aerial
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photographs [15,25,27,28], remote sensing [29–35] using
modern tools such as Light Detection And Ranging (LiDAR)
[36,37], and Unmanned Aerial Vehicle (UAV) [38–41].

In recent years, UAVs have been used in disaster-related
studies due to the fact that they support reproducible mea-
surement studies, are low cost and of high resolution. In
addition, UAVs offer serious advantages including the ability
to obtain digital elevation map (DEM) data [42–46], and
rapid data acquisition after the landslide event [12,47].

In addition to them, there are studies in which data
mining methods have been used for the interpretation of
data sets in landslide studies. Data mining, in which
methods such as clustering, classification, association
analysis are used, is preferred in making predictions for
the future as well as establishing meaningful relation-
ships in data sets [48–51]. Spatial data mining is the
process of discovering/obtaining interesting, previously
unknown but potentially useful patterns from large spa-
tial data sets using traditional data mining methods [52].
There are studies that have used data mining to identify
landslide areas [53], improve the quality of inventory
maps [54], susceptibility [55], hazard and risk analysis,
and to identify and evaluate areas that have been or will
be exposed to landslides [56–58].

K-means, one of the clustering algorithms, used in
susceptibility [59], landslide detection [60–63], preparing
inventory maps [64].

The Apriori algorithm, one of the association rule, is
used in detecting landslide movements [65], defining the
relations between landslide precursor factors in the land-
slide inventory [56,66,67], preparing susceptibility maps
[68], as well as revealing the landslide deformation [66]
in non-linear models.

In addition to all these tools and methods, geological,
topographic [69], infrastructure, and buildings maps, land
use maps [70] different thematic maps such as slope and
aspect maps obtained from DEM data and geomorpholo-
gical variables [13,71], Google Earth data [72], historical
sources, technical reports, newspapers, the internet, social
media data [73] and meteorological data are among the
important data sources [17,70] as an ancillary data used
in the preparation of landslide inventories.

The aim of this paper is to create an inventory map
of the landslide, which occurred in January 2019 in
Karahacılı District, and to evaluate the area before the
landslide event using traditional statistics and spatial
data mining. This paper consisted of three basic stages:
field studies, evaluation and the analysis of existing data.
First, for the field investigation of the area, a flight was
carried out with a UAV, on 28 June 2019 and then an
orthophoto of the area was created. Although it had

been about six months since the landslide event in the
study area, traces of the landslide were still visible.
The sliding surfaces for the roads, creek, and three agri-
cultural lands, were determined and manually drawn
by visual interpretation and using an orthomosaic map
prepared in 2018 photogrammetric methods and the ortho-
photo of UAV produced as a result of the field investiga-
tion. Then, in order to evaluate the situation prior to the
landslide, topographic factors such as aspect, slope and
hydrological factor maps such as streams were created by
using the existing DEM data of 5m resolution prepared
previously. The Normalized Difference Vegetation Index
(NDVI) showing the vegetation values of the region with
the help of Sentinel satellite images were used together
with the other data sets in the analysis process. The rela-
tions between preliminary factors have been revealed
using Apriori algorithm. The patterns caused by these fac-
tors have been determined using K-means algorithm. The
results of the K-means algorithm has been tested using
performance metric methods.

2 Materials and methods

In this section, the study area is introduced and a detailed
explanation is given about the data and methods used.

2.1 Study area and data

The landslide occurred in the village of Karahacılı and the
surrounding six villages, namely Emirler, İnsu, Değirmençay,
Uzunkaş and Turunçlu, in January 2019 after heavy rains
that fell in December 2018. The total area of the village
of Karahacılı, which is located at 36°.813081 N and
34°.482932E (Figure 1), is 786.03 ha. Karahacılı has agri-
cultural land on which pomegranates, black grapes and
figs are grown. As a result of the landslide that had
occurred in the area, energy transmission lines collapsed
and the main transportation roads and agricultural lands
were destroyed. In the investigation of field conducted
after the landslide occurred, it was determined that, in
general, there were cultivated mixed agricultural products
and fruit trees on the slopes in the area.

Various data sets were used in the paper (Table 1).
The landslide area was comprised of Langhian-

Serravallian age clayey limestone. The Lower-Middle
Miocene age Kaplankaya Formation, which covered
the entire region, was digitized from a 1:250,000 scale
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geology map. This formation was comprised of Langhian-
Serravallian age clayey limestone. In addition to lime-
stone, non-cohesivematerial consisting of sand and gravel
was observed in the areas that were affected by the land-
slide. No active fault line was observed in the immediate
vicinity of the study area. In addition, debris, which
increases the risk of landslides, was found in the landslide
area.

When the studies carried out on the region were
examined, it was observed that the study area was close
to active landslide zones [74,75]. The rubble located
behind the crown of the area caused landslide as a result
of heavy rainfall.

Figure 1: Study area location.

Table 1: Data and features used in the study

Data name Data features

2018 Mosaic Orthophoto 30 cm, WGS84
Digital Elevation Model (DEM) 5m, WGS84
2019 UAV Orthophoto Approximately 2 cm,

TUREF_TM36
2019 Sentinel 15 m, WGS84
October 2018, November 2020
Google Earth images

WGS84

Lithology map 1:100,000, WGS84
Boundary of Mersin ITRF 96
Meteorology data 2018–2019, Daily rainfall
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Event landslide inventories are the records that show
the landslides that occur as a result of a certain trigger
factor such as excessive rainfall [15], snowmelts, earth-
quakes and volcanic factors [76]. Excessive rainfall was
determined as the triggering factor of the landslide that
occurred in the village of Karahacılı in January 2019.
Rainfall data were obtained from the Mezitli Automatic
Weather Observing System, which is nearly 4 km away
from the landslide area (Figure 1). 24-months rainfall
data belongs to 2018 and 2019 was shown in a graphic
and polynomial trendlines were drawn, R2 values are 0.72
and 0.84 respectively (Figure 2). The region takes rainfall
only in winter as seen in the graphic. It was determined
that region received more than 400 kg/m2 precipitation in
December 2018. In January 2019, it is seen that the pre-
cipitation increased more than 2 times compared to the
previous year.

In this paper, orthomosaic map prepared in 2018, and
orthophoto produced in 2019 via UAV were used to create
landslide inventory map. The flight, which was per-
formed on 28 June 2019 by using Anafi Parrot, was
planned with 65 m height, 1.86 cm/pixel GSD and 80%
side 70% frontal overlap [77]. A total of 447 photos
were obtained from the flight, which covered an area
of 21.1 ha. The TUREF (ITRF96) 36-3° projection system
was selected for the area. Out of the 21.1 ha flight area
[41] 10.3 ha was used as the study area. In this paper,
a total of five Ground Control Points (GCPs) were used.
Although the GCPs were taken into consideration to show
a homogeneous distribution, full homogeneity could not

be achieved when the points were established due to the
high-level difference in the area with landslides, the
inability to descend to the creek bank and the fact that
the crown of the landslide area was dangerous and
sliding was still continuing. The coordinates and eleva-
tion information of the GCPs were determined by Continu-
ously Operating Reference Stations. Total error amounts of
X, Y and Z are 2.39, 1.59 and 1.57mm respectively.

The determination of the highest slope angle of the
area obtained by using DEM is one of the most important
topographic factors for the risk assessment of landslide
zones [78]. In the study carried out by Capitani et al. [79],
it was revealed that slope factor in superficial and clayey
deposits and maintenance for shallow surfaces could be
effective in landslide formation [79]. Drainage networks
are among the hydrographic factors that are effective in
the formation of landslides by reaching the saturation
of the water on the lower and upper surfaces [5,80,81].
For this reason, slope, aspect and stream maps were
created from the 5 m resolution DEM data to evaluate
the preliminary factors such as topographic and hydro-
graphic before the landslide occurred and to be used in
spatial data mining.

The other preliminary factor used in this paper was
NDVI. NDVI widely used to describe vegetation cover, is
the well-known normalized ratio between red (R) and
near-infrared (NIR) and is one of the most used vegeta-
tion indices (equation (1)).

( )

( )
=

−

+

NDVI NIR R
NIR R

. (1)

Figure 2: Rainfall graph.
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The index varies between −1 and 1, with higher values
relating to healthy photosynthetic vegetation and lower
values relating to stressed vegetation or no vegetation
(bare soil).

NDVI is used to determine the changes in the vegeta-
tion cover of landslide areas [70]. In this paper, Sentinel-
2 image on 25 December 2018 was used.

2.2 Methods

The methods used were introduced in this section. First
of all, information about the inventory maps was given.
In addition, relative frequency and spatial data mining
methods were discussed and their formulas were explained.

2.2.1 Landslide inventory map properties

Landslide inventories include information regarding the
location, class, morphometry, triggering factors, volume,
run-out of distance, activity, recurrence intervals and
the date of the landslide, various statistical information,
and the damage caused by the landslide in varying
degrees of detail [12,15,24,25,73,82]. Landslide inventory
maps can be examined under four main headings: land-
slide archive maps, event landslide inventory maps, his-
torical landslide inventory maps [83] and multi-time
landslide inventory maps [12]. In addition to field inves-
tigation, remote sensing data obtained using platforms
such as spaceborne, airborne and ground-based are pre-
ferred in the creation of landslide inventories [84]. In the
evaluation of the obtained data, different approaches are
used considering the data set.

Field investigation is performed shortly after the
event occurs. Detailed information on the location, volume,
factors contributing to the landslide, type and destruction
are recorded [15]. Field studies are generally applied in the
mapping of small landslides that have occurred naturally or
occurred on a specific date due to a specific event.

The landslide areas formed before and after the land-
slides in the region are drawn by stereoscopic or manual
drawing and visual assessments [15,17,31,73,85] and then
processed on topographic maps [12,24,86]. In addition
to visual interpretation, approaches such as automatic
image evaluation approach [12,19,33,37,87–89] are used
in the evaluation of obtained images. These methods can
be used alone or in combination for the production of
landslide inventory maps.

2.2.2 Relative frequency distribution

A relative frequency distribution shows the proportion of
the total number of observations associated with each
value or class of values and is related to a probability
distribution, which is extensively used in statistics [90].
The general relative frequency distribution formula was
adapted to slope (equation (2)) and aspect (equation (3))
data for this paper.

∑
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where:
{ }=i L, NL, VGS, GS, MS, SS, VSS, ES, StS, and VStS
F :Ni Percentage of relative frequency of slope type
f :Ni Frequency of slope type

∑f :Ni Total frequency of slope type

∑
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j
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(3)

{ }=j N, NE, E, SE, S, SW, W, and NW
F :Nj Percentage of relative frequency of aspect type

f :Nj Frequency of aspect type

∑f :Nj Total frequency of aspect type

2.2.3 Apriori algorithm for association rules

Association rule is a model that defines a method that
examines the co-occurrence of events and data relation-
ships of certain types [91]. Association rules reveal the
occurrence of events in terms of probability and define
their correlations. The main purpose of this model is to
reveal interesting relationships between data. Today, this
method is used inWeb usage mining, intrusion detection,
continuous production, bioinformatics and many fields.
There are Apriori [92], Eclat and FP-growth, SETM, Parti-
tion, RARM – Rapid Association Rule Mining and CHARM
algorithms for creating rules.

The processes of the Apriori algorithm are following;
1. Association rule mining is defined as: { }= …I i i i, , , n1 2

and { }= …D t t t, , , m1 2 , I where I is a set of n binary
attributes called items and D is a set of transactions
called the database. Each transaction in D has a
unique transaction ID and contains a subset of the
items in I .

2. A rule is defined as an implication of the following
form: ⇒X Y ⊆X Y I, . A rule is defined only between
a set and a single item, ⇒X ij for ∈i Ij . Every rule is
composed by two different sets of items, also known as
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itemsets, X Yand , where X is called antecedent and
Y consequent.

3. In order to select interesting rules from the set of all
possible rules, constraints on various measures of
significance and interest are used. The best-known
constraints are minimum thresholds on support and
confidence.

4. X Y, be itemsets, ⇒X Y an association rule and T a
set of transactions of a given database. Support, con-
fidence and lift are three measures of the relationship
or rule [91]. From these, three commonly used mea-
sures of association can be estimated.

5. Support (equation (4)) is an indication of how fre-
quently the itemset appears in the data set. The sup-
port of X with respect toT is defined as the proportion
of transactions, t, in the data set which contains the
itemset X .

( )
∣{ }∣

∣ ∣
=

∈ ⊆X t T X t
T

Supp ; . (4)

6. Confidence (equation (5)) is an indication of how often
the rule has been found to be true. The confidence
value of a rule, ⇒X Y , with respect to a set of trans-
actions, T , is the proportion of the transactions that
contain X and also containY . Confidence is defined as:

( )
( )

⇒ =

( ∪ )X Y X Y
X

conf Supp
Supp

. (5)

7. The lift (equation (6)) of a rule is defined as:

( )
( )

( ) ( )
⇒ =

∩

∗

X Y X Y
X Y

Lift Supp
Supp Supp

, (6)

or the ratio of the observed support to that expected if X
and Y were independent.

The Apriori algorithm [48] which is based on the
principle of the frequency of repetition between events,
was used for the landslide area in this paper by adapting
it to the spatial data mining field. When the literature was
examined, it was observed that there were landslide stu-
dies that had used the Apriori algorithm [56]. For the
study area, the Apriori algorithm was applied to eleva-
tion, slope, aspect, hydrologic and NDVI categorize data
using WEKA software.

2.2.4 K-means algorithm for clustering

Cluster analysis is the process of dividing data into
groups. Unlike the classification method, the classes are
not predetermined. The groups and clusters that the data
will be divided into, and even how many different groups
they will be divided into are determined according to the

similarity of the available data. Cluster analysis is used in
many fields such as biology, medicine, anthropology and
marketing.

The K-means partitional-clustering algorithm is the
most preferred algorithm employing a square-error cri-
terion. K-means was first used by MacQueen [93]. The
general aim is to get the partition that, for a fixed number
of clusters, minimizes the total square error. The pro-
cesses of K-means is following:
1. The data set has N samples in an n-dimensional

space.
2. The number of cluster (K ) has been determined by one

of the methods such as Elbow, Silhouette. N samples
has been partitioned into K clusters { }…C C C, , , k1 2 .

3. The distribution of the members to the previously
determined K number of centers starts randomly
[50,59,94]. Each Ck has nk samples and each sample

is in exactly one cluster so that ∑ =n Nk , where

= …k K1, 2, , .
4. The mean vector Mk (equation (7)) of cluster Ck is

defined as the centroid of the cluster or where xik is
the ith sample belonging to cluster Ck.

⎜ ⎟
⎛

⎝

⎞

⎠
∑=

=

M
n

x1 .k
k i

n

ik
1

k

(7)

5. The square error (equation (8)), which is also called
the within-cluster variation ( )ek

2 , for cluster Ck is the
sum of the squared differences between each sample
in Ck and its centroid [95].

( )∑= −

=

e x M .k
i

n

ik k
2

1

2
k

(8)

6. The square error for the entire clustering space con-
taining K clusters is the sum of the within-cluster
variations (equation (9)), which is named within
clusters sum of square ( )Ek

2 .

∑=

=

E e .k
k

K

k
2

1

2 (9)

7. The objective of a square-error clustering method is
to find a partition containing K clusters that mini-
mize Ek

2 for a given K [95]. The elements of each Ck
set and their distances from the Mk center are calcu-
lated with the Euclidean distances formula (equation
(10)).

( ) ( )∑= = −

=

D M X D M x, .k i M
i

K

k ik
1

2
k (10)

8. For example, whichever of the two cluster centers
(Mk or

+
Mk 1) the sample is close to the sample (xik)
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is considered as an element of that cluster. So
( ) ( )<

+
D M X D M X, ,k i k i1 is ∈X Ci k.

9. Euclidean distances are calculated for all cluster ele-
ments and it is determinedwhich cluster they belong to.

10. The transactions are updated iteratively, depending
on the distances between cluster members and cen-
ters, until they reach a position where the centers will
not change [50,94].

Although K-means is not used in the analysis of cate-
gorical data, it has been made available with various ana-
lyses [96]. With the system provided by WEKA, K-means
algorithm can also be used for categorical data [97].
Clustering is used in spatial data mining [98] while the
K-means algorithm is used in landslide studies [25,63,67].
In the K-means algorithm, elevation, slope, aspect, stream
and NDVI categorize data were evaluated with WEKA soft-
ware and used for the landslide area. The results obtained
were visualized in ArcGIS 10.5 software.

2.2.5 Performance Metrics

The performance metrics method was used for the verifi-
cation of the clustering analysis. For each cluster, the
number of samples to represent the cluster was deter-
mined using the sample size method (equation (11)).

( )

( ) ( )
=

−

− + −

n Nt p p
d N t p p

1
1 1

,
2

2 2 (11)

where:
n: Sample size
N: Population size
t: Standard value of 1.96 in confidence level at 95%
p: population proportion (0.5)
d: the margin of error
To assess the clustering algorithms performance metrics

such as accuracy (equation (12)), recall (equation (13)), spe-
cificity (equation (14)), precision (equation (15)) and F1 score
(equation (16)) were used [99–103].

=

+

+ + +

Accuracy TP TN
TP TN FP FN

, (12)

=

+

Recall TP
TP FN

, (13)

=

+

Specificity TN
FP TN

, (14)

=

+

Precision TP
TP FP

, (15)

- =

−

+

F1 score 2. Precision Recall
Precision Recall

, (16)

where:
TP: True Positive (Landslides correctly observed in

2019 and continuing in 2020).
TN: True Negative (Non-landslide correctly observed

in 2019 and 2020).
FP: False Positive (Landslide correctly observed in

2019 and Non-landslides correctly observed in 2020).
FN: False Negative (Non-landslide correctly observed

in 2019 and new landslides correctly observed in 2020).
The points belonging to each cluster were selected

randomly for performance metric analysis. The metric
values of these points were calculated using 2018 Google
Earth, 2019 UAV, 2020 Google earth images.

3 Results

In this section, Apriori, K-Means, performance metric results
of the study were obtained and maps were created.

3.1 Inventory mapping preparation of
karahacili landslide

Landslide inventory mapping was performed using the
orthomosaic maps of 2018 and UAV orthophoto of 2019;
and five different areas, namely the creek (water) at the
junction of the valley, the road affected by the landslide
and three different agricultural lands affected by the
landslide, were selected. Unlike other studies in which
places that have become scars after being affected by
landslides were determined, the present study placed
importance on selecting landslide areas that directly
damaged the socio-economic structure. The boundaries
showing the positions of these areas before and after the
landslides were determined (Figure 3).

When the photographs taken after the landslide were
examined, the effect of the landslide on the area could be
seen clearly. In the first photo, the creek was filled with
the debris that dropped from above, in the third photo the
road line had cracked, and in the last three photos the
agricultural lands had shifted and the crops had been
destroyed (Figure 3a).

The before and after of the areas affected by the land-
slides in the study area are shown in Figure 3b. The areal
changes and slip amounts of these areas were calculated.
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The rubble that slid from the upper part of the valley
blocked the creek, causing it to expand and decrease
the water area (Figure 3c). The road axis shifted, resulting
in the change of route. In the land discovery after the
landslide, it was observed that the new roadwas asphalted
and opened to village transportation, however, the sliding
still continued (Figure 3d). The shape of the agricultural
lands affected by the landslides were generally preserved
after the landslide, however, in some places they expanded,
shortened and moved in the direction of the landslide
(Figure 3e).

The area and change distance of the drawn landslide
areas are shown in Table 2. It was found that all of
the areas slid towards the creek in the north-east direc-
tion after the landslide occurred. Accordingly, it was

determined that an increase of 1387.63 m2 and a shift of
12.24 m had occurred due to the decrease in the water
area that resulted from the blockage due to debris. The

Table 2: Area and distance difference in the sliding direction of
landslide areas

Pre-
event
(m2)

Post-
event
(m2)

Area
difference
(m2)

Distance
difference
(m)

Water (W) 2680.04 4067.67 −1387.63 12.24
Road (R) 2182.02 1907.73 274.29 29.49
AA1 2246.76 2263.47 −16.71 28.54
AA2 4031.54 4189.35 −157.81 28.79
AA3 1220.18 1195.81 24.37 33.75

Figure 3: (a) Post event photo of the study area. (b) Landslide areas. (c) Change detection of the water area. (d) Change detection of the
road. (e) Change detection of the agricultural areas.
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road area shrank by 274.29m2 and shifted 29.49m from the
road axis. In terms of the agricultural lands, the AA1 and
AA2 areas increased by 16.71 and 157.81m2, respectively,
and shifted an average of 28.66m. On the other hand, the
AA3 area decreased by 24.37m2 and shifted 33.75m.

3.2 Relative frequency distribution of
topographic data

The topographical and hydrographic features of the study
area before the landslide were presented with maps

Figure 4: (a) DEM. (b) Stream. (c) Slope% (Level: 0–0.5, Nearly Level: 0.5–2, Very Gentle Slope: 2–5, Gentle Slope: 5–9, Moderate Slope:
9–15, Strong Slope: 15–30, Very Stroge Slope: 30–45, Extre-me Slope: 45–70, Steep Slope: 70–100, Very Steep Slope: >100). (d) Aspect
(Flat: −1, North: 0–22.5, Northeast: 22.5–67.5, East: 67.5–112.5, Southeast: 112.5–157.5, South: 157.5–202.5, Southwest: 202.5–247.5,
West: 247. 5–292.5, Northwest: 292.5–337.5, North: 337.5–360).
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(Figure 4). ARCGIS 10.5 software was used for the gen-
eration of the stream, slope and aspect maps in order to
interpret the topographic and hydrological properties.
When the DEM of the village of Karahacılı was examined,
it was observed that the average altitude above sea level
varied between 140 and 200m. The elevation data were
classified every 5 m to be used in the analysis. The land
rises towards the northwest and southwest directions and
the crown zone of the landslide is located in these parts
(Figure 4a).

Stream lines were created in five different degrees
and were all used in the spatial data mining analysis.
However, only the 3rd degree and higher were shown
on the maps. When the stream map was examined, it
was observed that 3rd degree streams dominated the
area (Figure 4b).

The slope map obtained from the DEM data was
divided into 10 different classes (Figure 4c) using stan-
dard slope descriptors [104] (Table 3). ARCGIS aspect
classification was used for the aspect data (Figure 4d).

Relative frequency distribution for the slope and
aspect values of the whole study area and the sum of
the landslide areas is presented in a table to determine
whether the study area reflects the characteristics of the

landslide areas. It was evaluated with relative frequency
distribution (Table 4).

When the slope percentage map of the pre-landslide
study area was evaluated, it was determined that approxi-
mately 36% of the whole area remained in the strong
slope, while approximately 27% remained in the very
strong slope (Figure 4c). Landslide formation is caused
by extreme rainfall, human and natural activities, land
use alterations [105,106] and a large part of the area
being in the strong slope and very strong slope. There
was a 0.8760 correlation between the study area and the
total of the landslide areas. Accordingly, the Strong
slope feature was observed as approximately 5% in the
areas where landslides were observed, as in the study
area (Table 4).

When the aspect map of the pre-landslide study area
was evaluated, it was observed that approximately 44%
of the whole area was in the northeast (NE), while
approximately 26% was in the East (E) (Figure 4d). Capi-
tani et al. [79] reported that aspect was not directly effec-
tive for landslides, but was effective in cases of surface
landslides, the lithological feature of which is clayey
limestone [79]. The study area also triggered the land-
slide as a result of demonstrating surface landslides
and clayey limestone features, and being predominantly
in the northeast (NE) aspect and, thus, being less exposed
to sun. There was a correlation of 0.8981 between the
aspect of the study area and the total landslide areas.
Dominant NE and E aspect are seen in landslide areas
with ratios of 4 and 5% respectively, like the study area
(Table 4).

3.3 Spatial data mining evaluation

In this section, the pre-processing results of the data were
obtained. Using the results obtained from the preproces-
sing, Apriori and K-means algorithms were applied. In
order to determine the K-means accuracy of the study,
the performance metric process was performed and the
results were presented.

Table 3: Standard slope descriptors [110]

No Slope (%) Approximate degrees Terminology No Slope (%) Approximate degrees Terminology

1 0–0.5 0 Level (L) 6 15–30 8.5–16.5 Strong slope (SS)
2 0.5–2 0.3–1.1 Nearly level (NL) 7 30–45 16.5–24 Very strong slope (VSS)
3 2–5 1.1–3 Very gentle slope (VGS) 8 45–70 24–35 Extreme slope (ES)
4 5–9 3–5 Gentle slope (GS) 9 70–100 35–45 Steep slope (StS)
5 9–15 5–8.5 Moderate slope (MS) 10 >100 >45 Very steep slope (VStS)

Table 4: Relative frequency distribution of topographic data

Slope
Type

FNi of

the
study
area

FNi of the

total
landslide
areas

Aspect
Type

FNj of

the
study
area

FNj of the

total
landslide
areas

L 0.31 0.10 N 11.05 0.45
NL 1.96 0.31 NE 44.19 4.32
VGS 3.37 0.62 E 26.16 4.92
GS 6.73 1.07 SE 7.35 1.41
MS 11.70 2.48 S 3.20 0.05
SS 35.64 5.13 SW 4.94 0.43
VSS 26.67 1.72 W 2.10 0.29
ES 12.34 0.38 NW 1.00 0.12
StS 1.07 0.00
VStS 0.21 0.00
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3.3.1 Pre-processing data

Data must be pre-processed to be used in spatial data
mining. Topographic, hydrographic and NDVI data used
for this purpose were reclassified. The aspect was divided
into 9, Slope 10, NDVI 4, stream 5, and DEM 14 classified.
From all these reclassified data sets obtained, 4,174
instances were obtained for the study area. Two dif-
ferent data mining methods were used in this paper;
Apriori, one of the association rules algorithms, and
K-means, one of the clustering algorithms.

3.3.2 Apriori algorithm for association rules evaluation

The reason for using the Apriori algorithm is to model the
relationship between the preliminary factors of the region
and the landslide. The Apriori algorithm was analyzed
with the help of WEKA by selecting 4,174 instances and
5 preliminary factors. All data were used for the Associator
model (full training set). In the analysis, the minimum
support was 10%, minimum confidence was 50% and
the number of cycles performed was 18. The best 10 rules
obtained are presented in Table 5.

According to the Apriori algorithm results obtained,
Rule 1 has the highest confidence (55%). High lift values
in Apriori algorithms indicate that the probability of the
rules being seen together is high. In this paper, the lift
value of Rule 2 and 8 was 1.15. This value was the highest
among all of the rules. According to Rule 2, there was a
possibility of a 1st Degree Stream Line in the areas with a
very strong slope. Similarly, according to Rule 8, there
was a possibility that the areas that were of a very strong
slope had an East aspect (Table 5).

Apriori rule maps were created and relations between
attributes were revealed (Figure 5).

Maps showing rule 1, rule 5 and rule 10, which were
created using Apriori algorithm, represent landslide areas
in the best manner.

It was determined that 1,470 instances show strong
slope property, among which 810 have low vegetation
with 55% confidence interval in Rule 1 map. It is seen
that this rule has been distributed densely in road and
agricultural areas of landslide areas.

It is obtained that 561 instances have low vegetation,
among which 1,095 have SE aspect with 51% confidence
interval in Rule 5 map. This rule is distrubuted densely
especiall in agricultural lands.

It is obtained that 957 instances have low vegetation
among which 1,919 have 1th Degree Stream Line with
50% confidence interval in rule 10. This rule also densely
distributed in agricultural lands.

When the rules were evaluated as a whole, it was
determined that the topographic and vegetation effects
of the 10 different rules that emerged were more promi-
nent in general, followed by the hydrographic effects.

3.3.3 K-means algorithm for clustering

In this paper, K-means algorithm was used for cluster
analysis. A total of 4,174 instances and 5 preliminary fac-
tors data set were processed. In the creation of the model,
three iteration processes were performed. According to
the result that it can best reflect the structure of the study
area, k = 5 was chosen. In the K-means algorithms, the
number of clusters is given beforehand. For this, the elbow
and silhouette methods are used. In the present study,
according to the elbowmethod k = 5. Five different clusters
were randomly assigned by the central system. The crea-
tion of the model took 0.11 seconds and the result of the
iteration is presented in Table 6. It was determined that

Table 5: Apriori algorithm analyses best rule results

Rule No Rules Conf (%) Lift

1 Strong slope (1,470) ⇒ Low vegetation (810) 55 1.08
2 Very strong slope (1,106) ⇒ 1th degree stream line (584) 53 1.15
3 1th Degree stream line (875) ⇒ Low vegetation (457) 52 1.03
4 East & low vegetation (896) ⇒ 1th degree stream line (463) 52 1.13
5 South East (1,095) ⇒ Low vegetation (561) 51 1.01
6 2nd Degree stream line (911) ⇒ Low vegetation (466) 51 1.00
7 East (1,847) ⇒ 1th degree stream line (940) 51 1.11
8 Very strong slope (1,106) ⇒ East (562) 51 1.15
9 Very strong slope (1,106) ⇒ Low vegetation (555) 50 0.99
10 1th Degree stream line (1,914) ⇒ Low vegetation (957) 50 0.98
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1,580, 1,051, 311, 406 and 826 instances were belong to
C0, C1, C2, C3 and C4 clusters respectively, among 4,174
instances.

The cluster percentage values that were obtained as a
result of the analysis and reflect the characteristics of
the area were listed from high to low. Accordingly, 38%
of the study area was in the C0 cluster, its aspect was
South East, slope was Strong Slope, vegetation was Low
Vegetation, land height was less than 140m and there
was no stream line. The C1 cluster represented 25% of
the study area, the aspect of which was East, the slope
of which was Strong Slope, the vegetation of which was
Dense Vegetation, the height of which was between 170
and 175 m and the stream line of which was 1st Degree.

Twenty percent of the study area was in the C4 cluster, its
aspect was East, slope was very Strong Slope, vegetation
was Low Vegetation, Stream Line was 1st degree and
height was between 140 and 145 m. Cluster C3 repre-
sented 10% of the study area, of which the aspect was
East, slope was Strong Slope, vegetation was mixed
types, height was between 155 and 160m and no stream
line was present. The C2 cluster represented 7% of the
study area and therefore was the least distributed cluster
in the area. The aspect of this area was South East, slope
was Strong Slope, vegetation was Low vegetation, Stream
Line was 3rd Degree and height was between 140 and
145m. Field scenery of before landslide related to five
different clusters were shown in Figure 6.

Figure 5: Apriori algorithm maps.
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When the map was investigated (Figure 6), it was
seen that C0 cluster has been densified in the study
area and road, water and agricultural land in South
east of landslide area. C1 cluster, which is another domi-
nant cluster in the study area, has been densified in
crown site of landslide. C4 cluster has been densify in
the North Eastern part of the study area.

3.3.3.1 Performance metrics evaluation

Performance metrics of K-means algorithm were obtained
using 2018 Google Earth, 2019 UAV and 2020 Google
Earth images. Average accuracy, recall, specificity, preci-
sion and F1 score were found as 0.77, 0.69, 0.84, and 0.73
respectively. It was determined that landslide is seen in

Table 6: K-means algorithm results

Cluster Name C0 C1 C2 C3 C4

Number of instances in clusters and % 1,580 (38%) 1,051 (25%) 311 (7%) 406 (10%) 826 (20%)
Preliminary Factors Southeast East Southeast East East

SS SS SS SS VSS
LV DV LV MTV LV
Non 1th Degree 3rd Degree Non 1th Degree
<140 170–175 140–145 155–160 140–145

SS: strong slope; VSS: very strong slope; LV: low vegetation; DV: dense vegetation; MTV: mixed types vegetation.

Figure 6: K-means algorithm maps.
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70 (TP) from 313 samples, and 53 (FN) samples have
no landslide in 2019 but landslide in 2020. Landslides
and non-landslides were determined with accuracy of
0.73, 0.82, 0.63, 0.88, 0.79 for C0, C1, C2, C3 and C4,
respectively.

Recall metric values were found using equation (13).
Recall values C3, C1 and C4 clusters are 0.89, 0.77 and
0.73 respectively. it can be said that landslides continue
in these clusters and attention should be paid in terms of
landslides, and the East aspect stands out as a common
feature.

Except for the accuracy and recall metrics, the points
where landslides were detected in 2019 and 2020 (TP) and
new landslides in 2020 (FN) were collected for each cluster,
and each cluster was divided by the number of samples.

The most striking situation here is the 58% landslide
occurrence in the C2 cluster. When the characteristics of
the C2 cluster were examined, it was determined that it
was located in the southeast, showed LV, and also had a
3rd Degree Stream Line waterline. The regions where this
cluster is found should be observed carefully (Table 7).

4 Discussion

Processing landslide areas on maps and preparing inven-
tories is one of the most preferred methods [12]. In this
paper, modern mapping methods were used in the pre-
paration of landslide inventories and spatial data mining
approaches were used in the interpretation of landslide
areas.

The result of the field investigation of the study area
is the production of orthophoto map with a UAV, used for
landslide inventory map. Moreover, NDVI and existing
DEM data was used for preparation of topographic and
hydrographic maps were carried out by application of
spatial data mining methods, respectively. The affected
areas before and after the landslide mapping were deter-
mined using the UAV and 2018 orthophoto. The chosen

method was suitable for monitoring the changes in the
areas both visually and spatially and determining the
amount of sliding. In contrast to other studies, in which
scarred areas affected by landslides were determined,
particular attention was paid to the selection of landslide
areas that had been directly damaged in terms of the
socio-economic structure. For example, the breakage,
displacement and spatial change of the road that was
most affected by the landslides could be observed very
easily with this method. These changes were evaluated in
Figure 3. Area and distance changes are presented in
Table 2. In addition, visual evaluation was very important
in order to monitor the changes in the agricultural areas
in terms of economic and ownership aspects and to pro-
tect the rights.

Another method used in the analysis of the study
area was topographic and hydrographic evaluation.
Topographic evaluation was among the most important
topographic factors used to analyze the slope, aspect
and hydrological condition of the area and determine
its effect on the landslide. There are various studies in
the literature that have reported the effect of topo-
graphic factors on landslides [36,54,56,81,107–109]. In
the present paper, the slope, aspect distributions and
percentages of the area were determined in order to
reveal this effect (Figure 4). In addition, the relative
frequency distribution percentage values of the aspect
and slope data of the landslide areas of the study area
are given (Table 4).

Data mining enables the relationships between data
to be analyzed better than classical statistical methods.
As was observed in the study, the ability to analyze all
data sets at the same time instead of individually brings
great advantages in terms of revealing the real feature of
the area. The human factor is minimized in the evalua-
tions and increasing the number of attributes does not
affect these systems, however, it can provide more effec-
tive results in revealing the relationships between the
data with these methods. In addition, the model is opti-
mized with the iterative approaches used in the methods.

Table 7: Samplings and performance metrics results

Cluster N n TP FP FN TN TP + FN % Accuracy Recall Specificity Precision F1-score

C0 1,580 313 70 32 53 158 123 0.39 0.73 0.57 0.83 0.69 0.62
C1 1,051 278 87 24 26 141 113 0.41 0.82 0.77 0.85 0.78 0.78
C2 311 169 47 11 51 60 98 0.58 0.63 0.48 0.85 0.81 0.60
C3 406 196 89 13 11 83 100 0.51 0.88 0.89 0.86 0.87 0.88
C4 826 261 81 26 30 124 111 0.43 0.79 0.73 0.83 0.76 0.74
Avg. 0.77 0.69 0.84 0.78 0.73
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As association rules, which are widely preferred in
the trade and marketing sector, provide a probabilistic
correlation between the data, it makes it easier for the
probabilities between the attributes of the landslide areas
to be examined [56,65–68]. The results of the Apriori
algorithm rules of the study area are given in Table 5.
Rule 1 had the highest confidence in the area (Figure 5).
According to this rule, LV is seen in 55% of the areas
with SS in the study area. According to Rule 2, 53% of
the fields with VSS have 1th Degree Stream Line. These
rules should be taken into account when evaluating the
work area.

K-means clustering was also used in landslide assess-
ments [23,56,67,110,111]. Accordingly, the patterns of the
landslide area were determined and are shown in Figure 6.
Moreover, the results obtained are presented in Table 6.

Performance metrics can be used to evaluate results
from clustering. The cluster patterns of the preliminary
factors of the study area obtained using the K-means
algorithm were evaluated for the whole area. The land-
slides of the clusters at the time of the field investigation
and in 2020 were calculated with the performance metrics
methods (Table 7).

According to the performance metrics results, the
highest values are in the C3 cluster. It can be said that
landslides continue where there are C3 clusters, espe-
cially in terms of recall values.

5 Conclusion and recommendation

This paper was aimed to evaluate the pre-landslide con-
ditions in Karahacılı District using traditional statistics
and data mining methods by creating inventory map.

Relative frequency distribution for aspect and slope
in the study area has been evaluated. It was seen that
36% is SS and 44% is NE aspect. This type of information
is among the important information recorded in the forms
prepared for landslide inventory reports.

The interrelationship of preliminary factors such as
topographic, hydrological and vegetation in the region
has been determined. All emerging rules are shown with
maps. Accordingly, LV was observed in the areas where
the regionwas SS. This resulting Rule 1, which has got 55%
confidence, is shown on the map and it is seen that land-
slide areas are included in this rule. Moreover, Rule 1 is
dominant in most of the study area. Apriori algorithm can
be used to prepare detailed reports because the relations
are very important. Moreover, preliminary factors which
have similar properties have been revealed using K-means

algorithm. Thus, the possibility of multidimensional ana-
lysis has emerged for the study area. The distribution of
the obtained clusters is visualized using maps. Whether
the clusters are in the landslide areas or not was evaluated
with performance metrics. While doing this process, 2018
Google Earth, 2019 UAV and 2020 Google Earth images
were used. Regions with landslides in 2019 and continuing
in 2020 (TP) and new landslides in 2020 (FP) were deter-
mined and clusters in these areas were evaluated. The
ratio of the sum of the TP and FP values of the C2 cluster
to the sample number was 58%, which was higher than
the others. This shows us that special attention should be
paid to the areas where the C2 cluster is located.

When the pre-landslide orthomosaic map (2018) and
Google Earth images (2018) of the area were examined, it
was observed that the land use had been changed by the
villagers. Previously there had been fruit trees in the
crown of the landslide, however, these trees had been
cut over time and the areas were converted into agricul-
tural land. The road connecting the village and the city
center became unusable after the landslide and, therefore
transportation was cut off. People in the area had suffered
economic losses due to the shift in agricultural lands.
During the interviews conducted with the administrative
manager responsible for the area, it was determined that
the agricultural lands of nine families were affected by
the landslide.

In the later stages of the study, Preliminary and
triggering factors can be evaluated together, besides
K-Means, other ML algorithms can be used and necessary
comparisons can be made.

As a result, this paper presents a suggestion on how
to evaluate landslides in small areas that cannot be
detected due to spatial resolution limitations of satellite
images, but seriously affect local life, unlike landslides
seen in large areas. Local organizations can create event-
based inventory landslide mapping for such landslides
by using more detailed, fast and low-cost approaches
with the help of ground-based platforms such as UAV.

Decision-makers, on the other hand, can make multi-
dimensional analyzes about the basic structure of the
region with the help of algorithms such as Apriori and
K-means, showing possible risky areas on inventory maps
and limiting settlement permits, preventing possible loss
of life, property and economic losses.

For landslide zones, databases should be created,
monitored and evaluated in systems by making large-
scale maps of the zones using modern measurement
tools such as UAV and LiDAR. For the analysis of the
databases to be created, as the data sets grow, it
becomes necessary to use modern methods such as
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machine learning and artificial intelligence, which are
spatial data mining methods.
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