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Abstract: Near-surface seismic surveys are often designed
for surface wave and seismic tomographic analysis. In re-
cent years, seismic imaging methods have been more fre-
quently used at this scale. Recognition of near-surface
structures using a single method is insufficient because of
the ambiguity of the inversion problem. As a solution, the
authors propose a multi-step approach, where several dif-
ferent seismic methods are used in a particular order, to
achieve an optimal model. A multi-method approach al-
lowsutilisation of awhole spectrumof recordeddata, even
the elements that are treated as background noise in other
techniques. In classical processing approach, information
about data uncertainty is often omitted or used in the sim-
plest way for the single method only. This work presents
an updated approach to uncertainty analysis by transfer-
ring estimated uncertainty between processing steps. By
assuming that every consecutively appliedmethod ismore
certain, the authors were able to obtain accurate veloc-
ity fields for seismic imaging, as the main information re-
ceived from the previous steps. Based on information from
multiple methods, a seismic stack in the depth domain
was created as a final result, with an estimate of uncer-
tainty.
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1 Introduction
Imaging of near-surface structures is often performed
rapidly using a single method. In most commercial appli-
cations, this comprises the analysis of surface wave dis-
persion curves (MASW) [1], or first breaks travel time to-
mography alone. The inversion of seismic data in the near-
surface is a problem and is a non-unique procedure, with-
out other geophysical measurements [2–9]. To limit this
shortcoming, it is possible to use more data or to use inter-
pretation techniques that utilise the whole of the recorded
data [10–19]. These techniques have different resolution
capabilities. One interpretation method is to focus on the
most precise technique for a given problem. We are con-
vinced that a combination of several techniques will result
in better recovery of data for a studied structure, but it is
necessary to understand the limitations of the techniques
used, especially its uncertainty [20, 21]. Here, using sim-
ple field data, we present a complex approach to combine
three seismic methods in a strict uncertainty guided pro-
cedure, in order to interpret near-surface structure. The re-
sults obtained are optimally fitted to the given data and are
presentedwith the uncertainty analysis at each processing
step.

2 Motivation
Near-surface geophysical studies have to be simple and
cost-effective. In most cases, studied geological structures
are rather simple. Our motivation for this work is to de-
velop a simple but effective method that will use shal-
low seismic data more completely (Figure 1). The applica-
tion of similar procedures to those used for deep experi-
ments [22, 23] but in a simplified form, would allow us to
overcomemultiple processing problems and obtain a final
result with an estimated uncertainty. The use of additional
analyses which are effective in near-surface studies (e.g.
MASW),will provide additional information for the correct
interpretation of the subsurface.
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Figure 1: Example of real data with specified different types of seismic waves. The utilisation of Refracted Waves (A), Surface Waves (B),
Reflected Waves (C) and wide-angle Reflected Waves (D) increases the certainty of the final result.

3 Geology
Data acquisition in this case study was conducted at the
test site of the Central Geophysical Observatory in Poland.
The geology of the region consists of thick Quaternary sed-
iments (definitely thicker than 100 m), which are post-
glacial and were created in the Pleistocene. According
to the Central Geological Database (http://bazagis.pgi.gov.
pl), in the vicinity of the test site, three shallow boreholes
were drilled. All of them show quaternary deposits (Mała
Wieś borehole 97.8m depth, Belsk 1/6 borehole 15m depth,
Pgr Stara Wieś borehole 53m depth). Under the Cainozoic
deposits, the Maastrichtian deposits are present [24]. How-
ever simple, the geology of the research area is difficult
for the near-surface seismic methods because of the high
wave attenuation. The well-mixed post-glacial sediments,
with small velocity differences, are characterised by the
small reflection coefficient differences between the layers.
For that reason, the proposed research area is well suited
as a test site for the proposed approach to data process-
ing, that will bemainly applied in similar geological condi-
tions. The most interesting geological boundary between
Cainozoic and Mesozoic is lying on the depth that exceeds
the penetration range of the author’s seismic equipment.

4 Fieldwork
During fieldwork, a 400 m seismic line (Figure 2) covered
by 100 stations (60Data-Cube type (light-blue pointer) and
40 Reftek 130 (orange pointer) 4.5 Hz type receivers (Ta-
ble 1) was set. The spacing between geophones was 4 m
(Figure 2). As a seismic source, the authors used a car-
mounted PEG 40 accelerated weight drop in the shooting
scheme, assuming signal excitation between geophones
(Figure 2 blue stars). Terrain coverage in the fieldwork area
changed with distance from the east side of the profile to
the forest zone in thewest. Because of this, the application
of a car-mountedPEG40acceleratedhammerprovided the
best possible signal to noise (S/N) ratio for the first 332mof
the profile, while the rest of the shots were executed with
a sledgehammer (Figure 2 white stars). At every shot point,
a total of six signal excitations was conducted for further
vertical stacking. This was an unconventional data acqui-
sition system for a geoengineering purpose (with a single
channel, stand-alone stations) and required very careful
timemeasurement for the duration of the experiment. The
timing device used was based on a GPS and allowed us
to measure each source with a precision better than 2 ms.
Because of negligible elevation changes of less than 1m,
geodesy measurements were not needed.

http://bazagis.pgi.gov.pl
http://bazagis.pgi.gov.pl
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Figure 2: The geometry of acquisition profile from project GPB Belsk. The total range of 400 m long line was regularly covered with 100 seis-
mic stations. Sources were regularly spaced at 4 m intervals. After 300m along the profile, the application of a car-mounted, accelerated
weight drop was impossible due to rough terrain. The last 72 m of the acquisition line was shot by sledgehammer.

Table 1: Acquisition parameters for the GPB seismic line.

Parameter Value
Vertical Stack 6

Sampling interval 2.5 ms
Record length 2 s
Receivers 4.5 Hz

Station interval 4 m
Shot interval 4 m

Active channels 100
Fold 100
Offset 0-398 m

5 MASW data analysis
The application of multi-method, seismic data analysis re-
quires a careful approach to thedata quality andanestima-
tion of the uncertainty of the results. Careful quality con-
trol was conducted to eliminate errors in the data due to
possible timing problems. During that process, some out-
lier records with time deviations greater than 2 ms, were
deleted. The verified data was vertically stacked, with the
application of the seismic line geometry. To recover infor-
mation about the layers nearest to the ground surface, clas-
sical MASW analysis was conducted [1, 25–28]. Dispersion
curves for 100 regularly spaced shots were obtained and
inverted by applying the genetic algorithm [29] (Eiben et
al. 1994). During the MASW processing procedure, the raw
data was filtered using the band-pass filter in the range
3 to 60 Hz. Moreover, automated gain control correction
and the manual muting of refraction was applied to im-

prove the S/N ratio. For correct tracing of surface waves,
50 channels for every shot point were selected, as an op-
timal range where energy was visible. 1D VS models were
merged by kriging interpolation and with the assumption
that each location in the 2D profile is determined to be in
the centre of the spread of the single shot modelling (Fig-
ure 3A). Uncertainty estimation (Figure 3B) for the results
obtained was based on a statistical comparison between
inversion results. However 1D and 2D uncertainties are not
the same [30, 31]. In simple cases, a proposed approxima-
tion is sufficient. To achieve 2DVS uncertainty decay in the
subsurface model, a similar kriging interpolation method
was applied to the results. In the final model (Figure 3A),
the authors were able to recognise a dipping layer, with
a high VS velocity contrast. The results obtained by the
MASWmethodwere recalculated to VP by the genetic algo-
rithm (with corresponding uncertainty information) and
used in the seismic tomography stage of processing for fur-
ther analysis [32]. The MASW modelling results provide
useful information about low-velocity zones despite their
significant uncertainty. Because classical First Arrival Seis-
mic Tomography is blind to the presence of such struc-
tures [33], solving themethodological problem is essential
to near-surface research.Moreover, the best possible recog-
nition of the shallowest layers is essential for proper static
and residual corrections in seismic reflection imaging. In
the presented case study, however, MASW analysis proved
that there was no low-velocity zone in the research area.
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Figure 3: Results of the multichannel analysis of surface waves. To achieve the best possible data utilisation, 101 1D models were created
and then interpolated to produce a 2D model (C). For the dataset under consideration: at each shot point, the fundamental and first higher-
mode of Rayleigh wave dispersion was visible (A, B). To obtain a 2D model, single 1D models were interpolated. The final 2D model (C)
revealed a high-velocity change, visible with a slight dip at 30 m under the surface. Panel (D) presents uncertainty analysis based on the
misfit of curves during the inversion process, which revealed a fast degradation of the model precision with depth.
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Figure 4: Ray coverage for the last iteration of tomographic in-
version. Model is well resolved down to 30 m, and the maximum
penetration depth is about 70 m.

6 Seismic travel-time tomography
analysis

Application of the MASW method as the first process-
ing procedure, allowed the authors to receive information
about the nearest subsurface. However, because of the
high levels of uncertainty in the method, particularly the
fast degradation of resultswithdepth, themodelling of lay-
ers deeper than 20 to 30 m is ineffective in the presented
case. Information about uncertainty in the deeper parts
of the subsurface can be treated as boundary conditions
in a more accurate method. Such approximations are very
useful as a priori information to seismic travel time tomog-
raphy. The results obtained by this method strongly de-
pend on the starting model. This study presents a novel
approach to utilising this information. By assuming that
deviations in the results received from MASW limit the in-
tervals of possible velocities, the authors created multi-
ple (40 in total) starting models restricted by the results
of the surface analysis method. For seismic tomography
modelling, the authors used JIVE3D code [34], based on
ray approximation. The startingmodel, based onMASWre-
sults, was further smoothed by including additional infor-
mation about near-surface velocities from shallow refrac-
tions. As a result of seismic tomographymodelling, the au-
thors received a smooth velocity image, with the ray cov-
erage shown in Figure 4, and statistically estimated the
uncertainty (Figure 5) of the results to be similar to the
method used by [35] Melendez et al. in Tomo3D code.

In the method proposed by [35] Melendez et al., mul-
tiple initial models are created and analysed using basic
statistics. In this study, the best initial tomography model
(obtained from inversion) was randomly modified in the
range of uncertainty from previous MASW analysis. As

mentioned above, 40 models were created with different
velocities and gradients. For every obtained model, the
same inversion path was applied. For all of the results ob-
tained, a mean value (Figure 5A) and standard deviation
(Figure 5B) was calculated. The travel-time tomography re-
sults obtained showhigher accuracy down to a depth of 40
m (Figure 5B) when compared to the MASW method (Fig-
ure 3D).Moreover, possible dipping of the layers is also vis-
ible in the image (Figure 5A). Information received about
horizontal velocities, and the uncertainty of the results
was used in the velocity analysis of the seismic imaging,
which is the final step of the multi-step seismic analysis.
Even though only 70 m of the model were covered by the
rays (Figure 4), the deeper velocities were obtained by ex-
trapolation of the velocity field. When compared to seis-
mic tomography, MASW results are more certain between
a depth range of 20 to 50 m, with an average difference
of 120 m/s. This almost corresponds to a 50% increase in
model accuracy for that depth range, assuming that the
VP to VS ratio is a factor of 1.7. However large this may ap-
pear to be, such an approximation for near surface data
is effective. Moreover, the combination of results obtained
from twodifferent, but connected, physical phenomena in-
creases the reliability of the velocity model. The results ob-
tained fromsurfacewavemodelling aremore certain in the
utmost 10m,with an estimateduncertainty of 20m/s ofVS,
which is about 35 m/s of Vp assuming the Vp/Vs factor of
1.7.

In comparison, the uncertainty of seismic VP tomog-
raphy is much larger (150 m/s) for that part of the model.
However, when the results are compared directly, the av-
erage VP velocity recalculated from Vs for the first 10m of
the model (with a ratio factor of 1.7) was 680 m/s, where
the tomographic velocity average from the first breaks for
that area was 750 m/s. If we assume an extreme value of
VP/Vs ratio (of, say, 2.0), with an uncertainty of 35 m/s of
Vs, then the results are comparable. For that reason, the
authors decided to apply tomographic velocity to the re-
flection imaging.

7 Seismic imaging
There is a difficulty in applying seismic imaging to shallow
results obtained from velocity analysis as in many cases
no external data is available and so gathering any informa-
tion about vertical velocities is problematic. The problem
results from the presence of strong surface waves and re-
fractionsmixing with observed reflections and, as a result,
the S/N ratio is low enough to disturb classical, semblance-
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Figure 5: (A), Travel time tomography result, obtained with JIVE3D code, with uncertainty analysis (B) based on a modification of initial
model introduced in Tomo3D [35]. Obtained results reveal a smooth gradient of velocity with depth and decrease of velocity towards the
west. Uncertainty analysis displays high reliability of received model down to 50 m.

based velocity analysis. In the presentedwork, the authors
used a classical image processing scheme [36] (Table 2).

At every step of the processing,multiple parameter set-
tingswere tested.During thedata quality control step,mul-
tiple “death” traces were removed, and the corrected po-
larity of the traces was recorded by the Reftek 130 Texan
stations. Moreover, panel comparison of vertical stacking
algorithms was conducted in order to receive the best pos-
sible signal correlation. Because there were two types of
receiver station, a geometry database was created manu-
ally, to obtain residual and static corrections. To improve
the S/N ratio, simple noise suppression based on 1D and
2D F-K filters was conducted, with later deconvolution. In-

stead of applying stand-alone semblance velocity analysis,
a smooth tomographic velocity model with estimated un-
certainties was used. It is worth noting that the semblance-
based analysis applied to the GPB Belsk data-set before
adding the information from external methods, was not
working properly. In the case of difficult data (e.g.where it
was difficult to distinguish between noise and possible re-
flections), the application of an external velocity field was
the only solution in order to obtain useful results. Due to
anisotropy, refraction velocities aremuch faster than stack-
ing ones. In order to fit refraction velocities to the reflection
seismic, Dix’ equation [37], and semblance analysis was
used for correcting the data fit. As a quality factor of the



Multi-step seismic analysis for near-surface imaging | 733

Figure 6: Application of the velocity model received from tomographic modelling to the reflection seismic analysis (NMO), allowing recog-
nition of possible reflectors. Shot gathers in front of the profile (A), and the rear (B) reveal a straightening effect after application of the
velocity model, which was impossible to obtain by the classic semblance analysis method.

Table 2: Steps of data imaging.

Nr. Processing Step
1 Data quality control
2 Vertical Stacking
3 Geometry building
4 Static corrections
5 Data filtering and gain control
6 Deconvolution
7 NMO with tomographic velocity
8 Horizontal stacking
9 Depth conversion

velocity field, horizontal straightening was observed and
analysed. The best results received from the depth-based,
estimated velocity field (Table 3) presented a visible NMO
correction (Figure 6).

Next, to the main velocity model, two disturbed veloc-
ity fields (faster and slower) were calculated, based on to-
mographic uncertainty. After applying an identical fitting
procedure for all velocity fields, horizontal stacking, post-
stackF-Kfiltering, deconvolution and time todepth conver-
sion were carried out. As a result, the authors received the
main seismic stack (Figure 5A) with two other deviation-

based results. Comparison between images and manual
picking of selected reflecting horizons, allowed us to esti-
mate the difference in depth of the given reflections (Fig-
ure 7B). The authors were able to distinguish the main re-
flectors in the structure and estimate the uncertainty of
those horizons in the depth domain (Figure 7A). Applica-
tion of the tomographic velocity field, not only allowed the
authors to solve the problem of correct velocity field esti-
mation, but also resulted in additional information about
results uncertainty in the depth domain that could eas-
ily be related to the real rock structures. In comparison
with the classical approach to velocity analysis for NMO
and TTD migration, the approach presented here allowed
for fast recognition of the velocity field. However, only ex-
trapolated values from the tomographic fieldwere used for
imaging depths greater than 50 m because it was properly
recognised that the shallow subsurface allowed for correct
correlations of the velocity field with possible reflectors at
greater depths.
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Figure 7: (A) Seismic stack obtained after data imaging of the GPB Belsk profile. Application of the velocity model received from external
methods allowed correct stacking of the data, which is visible for the shallow structures, down to 50 m depth. Since tomographic methods
allow for uncertainty estimation, stacks with extreme models allowed us to estimate the uncertainty of recognised reflectors (B).

8 Discussion of the results
In comparison to the standard processing flow that uses
only a single data type, the methodology presented in this
paper provides a better and more complete result. The
main idea of every data assimilation procedure is to utilise
every bit of additional information. This in all cases will
lead to increases in the final result quality. As proved in
the article [22], propagation of uncertainty between meth-
ods allows obtaining detailed information about the in-
depth structures, even fora difficult sub-salt structures.
Even in the industrial seismic profiling, where both high-
resolution data, and geophysical information from bore-
hole soundings are available, estimation of the results un-
certainty is extremely useful for a correct correlation of the
geophysical and geological information. The migration of

the information between methods allows tightening the
possible space of solutions and limits the interpretation er-
rors. However, in the near-surface experiments, obtaining
a certain geological model of the subsurface is more com-
plicated.

In most cases, shallow experiments are conducted in
places where no geophysical (e.g. VSP profiling) or geolog-
ical information from boreholes is available. Even if they
exist, inmost casesusability of suchdata is limited to thefi-
nal geological interpretation of the upper-most part of the
seismic image. Moreover, the biggest problem with the es-
timation of the velocity field for seismic migration is un-
resolved. Adding the fact, that due to the scale of survey
targets, all topographic and residual shifts have a much
higher impact on the final result, the situation seems to
be unresolvable. The methodology presented in work is
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Table 3: Example of stacking velocities from the centre of the pro-
file.

Time [s] Tomographic
velocity
[km/s]

Reflection
velocity
[km/s]

% of
velocity

0,00 0.75 0.75 100.00
25,00 0.95 0.95 100.00
50,00 1.14 1.14 100.00
75,00 1.32 1.32 100.00
100,00 1.49 1.34 90.00
125,00 1.66 1.49 90.00
150,00 1.82 1.55 85.00
175,00 1.98 1.58 80.00
200,00 2.15 1.72 80.00
225,00 2.32 1.74 75.00
250,00 2.49 1.74 70.00
275,00 2.66 1.86 70.00
300,00 2.83 1.84 65.00
325,00 3.00 1.80 60.00
350,00 3.16 1.90 60.00
375,00 3.33 2.00 60.00
400,00 3.50 2.10 60.00
425,00 3.67 2.20 60.00
450,00 3.84 2.30 60.00
475,00 4.01 2.40 60.00

a solution to those problems. Because of relatively shal-
low geological structures, estimation of migration veloc-
ity by the refraction methods is effective. To overcome the
strong dependence of the final result on the initial model,
the MASW and LVL based model was used. In addition to
limiting the space of solution, such approach considers
nearest surface effects, that are beyond the resolution of
travel time tomography. In this paper, the results obtained
by the MASWmethod correlate well with the tomographic
solution. As presented, the application of such methodol-
ogy requires information about result uncertainty, on each
step of the processing. That information, not only improve
the overall result’s quality but also allow for correct migra-
tion of the data between the methods. The seismic stack
(Figure 7), where the increase of the horizon uncertainty
with depth is visible, explicitly presents the need for such
estimations. In the presented case study, the Quaternary
post-glacial Pleistocene sediments were the main imaging
target. All possible reflections are connected with struc-
tures formed during that period. The correlation of our re-
sults, with the data from shallow boreholes, especially the
deepest ones in “Mała Wieś” and“ Stara Wieś” validated,
that the thickness of Quaternary sediments ismuch higher

than 100 meters because there are no strong reflections
from larger depths on the seismic stack. Any deeper inves-
tigation requires more powerful seismic source and addi-
tional acquisition channels for better recording of the post-
critical reflections. In the presented methodology, many
assumptions which cannot be used for more complex ge-
ology was applied. In cases of rough geology, the joint 2D
inversion of MASW results should be applied, instead of
the interpolation of single 1D models.

Presented case study proves that the applied method-
ology was effective, as should be easily applied in similar
near-surface studies. As a cost and time effective method,
presented procedure greatly simplifies and improves the
results of near-surface surveys without the need for ad-
ditional data. In addition to modern high-resolution seis-
mic surveys [39, 40], presentedmethodology increases the
overall quality of the final result. Additionally, the pre-
sented methodology can be used in other scales, where
layer striping approach is used, for example in industrial
scale [41], or even lithospheric research [42]. For further im-
provement of the results of thepresentedmethodology, the
information from additional geophysical methods, based
on the different physical parameter (e.g. ERT, GPR) can be
used [43]. The scalability of the technique, to other scales,
makes it cost and time efficient, and allows to solve mul-
tiple processing problems. Additional uncertainty param-
eter of the final seismic image will greatly simplify the in-
terpretation, which is extremely useful not only in small
scale experiments but also industrial-scale projects.

9 Conclusions
This work presents an uncertainty-based, multi-step seis-
mic analysis that allows us to obtain final results with es-
timated reliability. Direct use of the uncertainty informa-
tion between the methods allowed the authors to restrict
the area of possible solutions for the consecutive meth-
ods. That approach leads to final results which showed
detailed information about the subsurface through seis-
mic imaging. Moreover, the application of external meth-
ods to the reflection seismic, allowed us to find solutions
where the classical approach to velocity analysis was in-
effective. The case study presented by the authors reveals
that propagation of the information about model uncer-
tainty should be treated equally in the results. The assump-
tion that deviations in the results received from previous
methods limit the possible solution range of more accu-
rate consecutive ones leads to more certain results. More-
over, that approach allowed simplified processing of the
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data because the final model from the previous analysis
is treated as a starting point for subsequent ones. The pre-
sented methodology allows us to overcome the problems
that arise innear-surface surveys that areunsolvableusing
classical processing tools. In the presented study, an exam-
ple of finding the velocity field for seismic imaging allowed
for recovery information about reflection horizons in the
dataset. The methodology presented by the authors is cor-
rect only if information about uncertainty is estimated and
treated with caution. This approach allows correct, par-
tial results transfer betweenmethods, which results in less
processing mistakes and a correct final solution. A similar
methodology could be used for solving other special geo-
physical problems.

Acknowledgement: This research was funded by the
National Science Centre, Poland (NCN) Grant UMO-
2015/19/B/ST10/01833 and part of the work was supported
within statutory activity No. 3841/E-41/S/2018 of the Min-
istry of Science and Higher Education of Poland.

References
[1] Park, C. B., Miller, R. D., Xia, J., (1999). Multichannel analysis of

surface waves: Geophysics, 64(3), 800-808. Report 2005-22.
[2] Miller, R. D., Xia, J., Park, C. B., Ivanov, J., (1999). Using MASW to

map bedrock in Olathe, Kansas [Exp. Abs.]: Soc. Explor. Geophys.
433-436.

[3] Stokoe, K. H. II, Wright, S. G., Bay, J. A., Roesset, J. M., (1994).
Characterization of geotechnical sites by SASW method, Geo-
physical Characterization of Sites, Oxford & IBH Publishing, New
Delhi, India, pp. 15-25.

[4] Ezersky, M., Legchenko, A., (2015). Mapping of Salt Consolida-
tion and Permeability Using MASWMethod in the Dead Sea Sink-
hole Problem., Engineering Geology for Society and Territory -
Volume 5. Springer.

[5] Fokin, I.V., Basakina, I.M., Kapustyan, N.K., Tikhotskii, S. A.,
Schur, D. Yu., (2012). Application of travel-time seismic tomog-
raphy for archaeological studies of building foundations and
basements, Seismic Instruments (2012) 48: 185. https://doi.org/
10.3103/S074792391202003X.

[6] Bruno, P. P., Improta L., Castiello A., Villan F., Montone P., (2010).
The Vallo di Diano Fault System: New evidence for an active
range-bounding fault in southern Italy using shallow, high-
resolution seismic profiling, Bull. Seismol. Soc. Am. 100, no. 2,
doi: 10.1785/0120090210.

[7] Dolan, J. F., Pratt, T. L., (1997). High-resolution seismic reflec-
tion profiling of the Santa Monica fault zone, West Los Angeles,
California, Geophys. Res. Lett. 24 (16), 2051–2054.

[8] Uhlemann, S., Hagedorn, S., Dashwood, B., Maurer, H., Gunn,
D., Dijkstra, T., Chambers, J., (2016). Landslide characterization
using P- and S-wave seismic refraction tomography — the im-
portance of elastic moduli, Journal of Applied Geophysics., 134,
64-76.

[9] Adelinet, M., Domínguez, C., Fortin, J., Violette, S., (2018).
Seismic-refraction field experiments on Galapagos Islands: A
quantitative tool for hydrogeology, Journal of Applied Geo-
physics, 148, 139-151.

[10] Gallardo, L. A., Max, A., Meju, M. A., (2003). Characterization of
heterogeneous near-surface materials by joint 2D inversion of
dc resistivity and seismic data, Geophys. Res. Lett., 30(13), 1658,
doi:10.1029/2003 GL017370, 2003.

[11] Gallardo, L. A., Fontes, S. L.,Meju,M. A., Buonora,M. P., de Lugao,
P. P., (2012). Robust geophysical integration through structure-
coupled joint inversion andmultispectral fusion of seismic reflec-
tion, magnetotelluric, magnetic, and gravity images: Example
from Santos Basin, offshore Brasil: Geophysics, 77(5), 237–251,
doi: https://doi.org/10.1190/GEO2011-0394.1.

[12] Colombo, D., de Stefano, M., (2007). Geophysical modelling via
simultaneous joint inversion of seismic, gravity and electromag-
netic data: Application to pre-stack depth imaging: The Leading
Edge, 26, 326–331, doi: https://doi.org/10.1190/1.2715057.

[13] de Stefano M., Andreasi, F. G., Re, S., Virgilio, M., Snyder, S. F.,
(2011). Multiple-domain, simultaneous joint inversion of geo-
physical data with application to subsalt imaging, Geophysics,
76(3), R69–R80, doi: https://doi.org/10.1190/1.3554652.

[14] Doetsch, J., Linde, N., Coscia, I., Greenhalgh, S. A.,
Green, A. G., (2010). Zonation for 3D aquifer character-
ization based on joint inversions of multimethod cross-
hole geophysical data, Geophysics, 75(6), G53–G64, doi:
https://doi.org/10.1190/1.3496476.

[15] Gao, G., Abubakar, A., Habashy, T. M., Pan, G., (2012). Joint petro-
physical inversion of electromagnetic and full-waveform seis-
mic data: Geophysics, 77(3), 3–18, doi: https://doi.org/10.1190/
GEO2011-0157.1.

[16] Vozoff, K., Jupp, D. L. B., (1975). Joint inversion of geophysical
data: Geophysical Journal of the Royal Astronomical Society, 42,
977–991.

[17] Marciniak, A., (2017). Seismic tomography and MASW as a tool
improving Imaging, MSc Thesis, Department of Earth Sciences,
University of Silesia.

[18] Giustiniani, M., Tinivella, U., Accaino, F., (2010). P and S reflec-
tion and P refraction: An integration for characterising shallow
subsurface, Journal of Applied Geophysics, 71(4), 149-156.

[19] Wu, Y., Nakagawa, S., Kneafsey, T. J., Dafflon, B., Hubbard, S.,
(2017). Electrical and seismic response of saline permafrost soil
during freeze-thaw transition, Journal of Applied Geophysics,
146, 16-26.

[20] Wellmann, J. F., Regenauer-Lieb, K., (2012). Uncertainties have
a meaning: Information entropy as a quality measure for 3-D
geological models: Tectonophysics, 526, 207–216.

[21] Caers, J., (2011). Modelling Uncertainty in the Earth Sciences,
John Wiley & Sons Ltd, Chichester, UK (June 2011).

[22] Majdański, M., Trzeciak, M., Gaczyński, E., et al. (2016). Seis-
mic velocity estimation from post-critical wide-angle reflec-
tions in layered structures, Stud. Geophys. Geod. 60: 565.
https://doi.org/10.1007/s11200-015-1268-0.

[23] Hayward, N., Andrew, J. S., Calvert, A. J., (2007). Seismic re-
flection and tomographic velocity model constraints on the
evolution of the Tofino forearc basin, British Columbia, Geo-
physical Journal International, 168(2), 1 February, 634–646.
https://doi.org/10.1111/j.1365-246X.2006.03209.x

[24] Stupnicka, E., (2007), Geologia regionalna Polski. Wydawnictwa
Geologiczne, Warszawa, ISBN 978-83-235-1787-0

https://doi.org/10.3103/S074792391202003X
https://doi.org/10.3103/S074792391202003X
https://doi.org/10.1190/GEO2011-0394.1
https://doi.org/10.1190/1.2715057
https://doi.org/10.1190/1.3554652
https://doi.org/10.1190/GEO2011-0157.1
https://doi.org/10.1190/GEO2011-0157.1
https://doi.org/10.1007/s11200-015-1268-0
https://doi.org/10.1111/j.1365-246X.2006.03209.x


Multi-step seismic analysis for near-surface imaging | 737

[25] Rix, G. J., Leipski, E. A., (1991). Accuracy and resolution of surface
wave inversion. In: Bhatia, S. K., and Blaney, G. W., Eds. Recent
advances in instrumentation, data acquisition and testing in soil
dynamics: Am. Soc. Civil Eng., 17–32.

[26] McMechan, G. A., Yedlin, M. J., (1981). Analysis of dispersive
waves by wave field transformation: Geophysics, 46, 869–874.

[27] Park, C. B., Miller, R. D., (2005). Seismic characterization of wind
turbine sites near Lawton, Oklahoma, by the MASW method:
Kansas Geological Survey Open-file.

[28] Islam, T., Chik, Z., Mustafa, M. M., Sanusi, H., (2013). Faster 2-
D representation of geotechnical characteristics using MASW
method: Faster tomography in MASW. Environmental Earth Sci-
ences, 70(1), 329-335. DOI: 10.1007/s12665-012-2130-0.

[29] Eiben, A. E., Raue, P. E., Ruttkay, Z., (1994). Genetic algorithms
with multi-parent recombination. Proceedings of the third in-
ternational conference on parallel problem solving from nature
(PPSN), Springer.

[30] Fernández-Martínez, J. L., Xu, S., Sirieix, C., Fernández-Muniz, Z.,
Riss, J., (2017). Uncertainty analysis and probabilistic segmenta-
tion of electrical resistivity images: the 2D inverse problem. Geo-
physical Prospecting, 65, 112-130. doi: 10.1111/1365-2478.12559.

[31] Tompkins, M. J., Fernández-Martínez, J. L., Alumbaugh, D. L.,
Mukerji, T., (2011). Scalable uncertainty estimation for nonlinear
inverse problems using parameter reduction, constraint map-
ping, and geometric sampling: Marine controlled-source electro-
magnetic examples Geophysics, 76(4),

[32] Lee,M.W., (2003). Velocity Ratio and its Application to Predicting
Velocities, U.S. Geological Survey Bulletin 2197.

[33] Nolet, G., (2008). A Breviary of Seismic Tomography: Imaging the
Interior of the Earth and Sun. Cambridge: Cambridge University
Press. doi: 10.1017/CBO9780511984709.

[34] Hobro, J. W. D., Singh, S., (1999). Joint interface and velocity
estimation in three dimensions (JIVE3D), LITHOS science report,
Department of Earth Sciences, University of Cambridge.

[35] Meléndez, A., Korenaga, J., Sallares, V., Miniussi, A., Ranero,
C., (2015). TOMO3D: 3-D joint refraction and reflection travel-
time tomography parallel code for active-source seismic data–
synthetic test. Geophysical Journal International, 203, 158-174.
10.1093/gji/ggv292.

[36] Yilmaz, Ö,. (2001) Seismic Data Analysis: Processing, Inversion,
and Interpretation of Seismic Data, Society of Exploration Geo-
physicists, ISBN: 978-1-56080-158-0

[37] Dix, C. H., (1955). Seismic velocities from surface measurements,
Geophysics, 20, 68–86.

[38] Lingli, H., Jianhang, Z., (2011). Velocity update using high-
resolution tomography in Santos Basin, Brazil, SEG Technical
Program Expanded Abstracts 2011. January 2011, 3974-3978.

[39] Bruno, P., (2015). High-resolution seismic imaging in complex
environments: a comparison among Common Reflection Surface
stack; CommonMidpoint stack; and pre-stack depthmigration at
the Ilva - Bagnoli brownfield site, Campi Flegrei, Italy. Geophysics.
80. 10.1190/GEO2014-0488.1.

[40] Bruno, P., Castiello, A., (2009). High-resolution onshore seis-
mic imaging of complex volcanic structures: An example from
Vulcano Island, Italy. Journal of Geophysical Research. 114.
10.1029/2008JB005998.

[41] Malinowski, M., Guterch, A., Narkiewicz, M., Petecki, Z., Janik,
T., Środa, P., Maksym, A., Probulski, J., Grad, M., Czuba, W.,
Gaczyński, E., Majdański, M., Jankowski, L., (2015). Geophys-
ical constraints on the crustal structure of the East European
Platform margin and its foreland based on the POLCRUST-01
deep reflection seismic profile. Tectonophysics, 653, 109-126,
doi: 10.1016/j.tecto.2015.03.029.

[42] Majdański, M., Kozlovskaya, E., Świeczak, M., Grad, M.,
(2009).Interpretation of geoid anomalies in the contact zone
between the East European Craton and the Palaeozoic Platform -
I. Estimation of effects of density inhomogeneities in the crust
on geoid undulations. Geophysical Journal International, 177,
321-333

[43] Marciniak A., Owoc B., Wawrzyniak T., Nawrot A., Glazer M., Os-
uch M., Dobiński W., Majdański M., (2019). Recognition of the
varying permafrost conditions in the SW Svalbard by multiple
geophysical methods, EGU2019-377 | CR4.1/GM9.6, Conference
Abstract


	1 Introduction
	2 Motivation
	3 Geology 
	4 Fieldwork
	5 MASW data analysis
	6 Seismic travel-time tomography analysis
	7 Seismic imaging 
	8 Discussion of the results
	9 Conclusions

