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Abstract: Inaccurate estimation in sustainable construc-
tion projects is a significant challenge for appraisers, par-
ticularly when data and knowledge about the projects are
lacking. As a result, there is a need to use cutting-edge
technology to solve the issue of estimation inaccuracy.
Iraq’s productivity estimates are now made using outdated,
ineffective methodologies and procedures. In addition, it is
essential to implement cutting-edge, quick, precise, and adap-
table technology for productivity estimation. This study’s
major goal is to calculate the overall costs of sustainable
buildings using the cutting-edge technique known as artificial
neural networks (ANNs). For Iraq’s construction industry to
handle projects successfully, ANNs must be used as a new
technology, a methodology developed to estimate the
overall costs of sustainable construction projects. In this
study, the process of cost estimation was modeled using
ANNs. Investigations of a number of examples involving
the creation of ANNs have also been made, including net-
work design and internal elements and how much they
impact the effectiveness of models built using ANNs.
Equations were developed to determine structural pro-
ductivity. These networks were shown to have extremely
strong predictive power for both accounting coefficients
(R) (93.33%) and the overall costs of sustainable construc-
tion projects, with a prediction accuracy of 87.00 and
93.33%, respectively.
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1 Introduction

Sustainable buildings consider how to consume less energy,
resources, and materials, as well as how to minimize their
adverse impacts on the environment during construction
and usage while increasing their harmony with the natural
world. They are also designed, implemented, operated, and
maintained in ways that respect the environment. With the
first energy crisis in the 1970s, when engineers questioned
the sense of having box structures surrounded by glass and
steel that needed large-scale heating and costly cooling sys-
tems, sustainable architecture was born. For more energy-
efficient structures, the volume was increased [1].

The emphasis shifted to the long-term environmental
effects of building operation and maintenance, with a
vision that went far beyond the project’s initial costs.
This viewpoint has now found support in a number of
building assessment systems, including the 1990 AD imple-
mentation of the BREEAM standard in Britain. In the
United States of America, the term “LEED standards” refers
to the in Energy and Environmental Design Leadership
Standard, which was created by the US Green Building
Council and introduced in 2000. The most important recom-
mendations to establish the concept of sustainable buildings
are to rationalize the ways of construction and housing and
to take into account sustainable development that requires
the use of existing resources without compromising the
resources needed for future generations [1].

In addition to developing an integrated construction
plan with the environment in mind, sustainable buildings
are also interested in the use of green energy, or renewable
energy, particularly solar and wind energy, since our Arab
cities have a significant supply of solar energy. By inte-
grating the following three fundamental components,
sustainable buildings establish harmony between an indi-
vidual, his or her society, and the environment [1]:
1) Effective utilization of materials and resources.
2) Effective management of the local environmental, poli-

tical, and social circumstances.
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3) Meeting basic human necessities while protecting the
rights and requirements of future generations.

Cost is a topic that has gained significant relevance in
the building business over many decades. Coping with the
cost issue begins when the owner or developer has the first
concept and continues throughout the course of the pro-
ject [2,3].

Cost estimate, which defines the project’s baseline cost
at different phases of project development, is one of the
most crucial project management procedures. During a
certain stage of project development, the cost estimate is
an engineer’s or cost estimator’s projection based on the
facts at hand [4,5].

The success of a building project depends heavily on
precise cost estimates throughout the early stages of the
project. Yet when documents, drawings, etc., are still lacking,
it is challenging to precisely and swiftly estimate the building
costs at the planning stage. Several approaches are used in
this manner to accurately estimate building costs at an early
stage, when project information is few. While each approach
has advantages and disadvantages, little work has been done
to identify the technique that performs the best in terms of
cost estimates [6–8]. From this point on, the researcher will
concentrate on conducting building cost calculations using
one estimating approach, neural network (NN).

Construction cost prediction using computational intel-
ligence techniques has gained a lot of attention recently.
Thanks in large part to the widespread use of artificial
neural networks (ANNs) in this and other completely unre-
lated fields of management, science, and the construction
project industry [9–11].

The novelty of this research lies in the addition of a
replacement technique within the field of machine intelli-
gence, that of NN, which has been applied to the sector of
sustainable building projects. Very few researchers have
examined the viability of prediction models applied to con-
struction cost prediction [12].

The major focus of this study is on utilizing association
NN to estimate costs for sustainable construction projects,
with the intention of helping project managers and estima-
tors make decisions. Finding themost efficient NN activity in
terms of model parameters and structure is the research’s
contribution to cost prediction.

The practical application of this study may likely be
the use of ANN, a machine intelligence technology, as a
reliable tool for predicting building costs. In order to get
financing or convince decision-makers to approve the
budget, project managers in Iraq are often forced to estimate
the cost of sustainable building projects early on and accu-
rately [13,14]. As a result, finding the most straightforward

method for quickly and accurately determining the cost of
sustainable buildings projects is vital.

The most significant prior studies on using ANNs to
calculate the costs of sustainable structures between 2018
and 2021 are included along with their sources.

A study conducted by Tatari et al. [15] developed an
ANN model for predicting the costs of green building pro-
jects. The model was trained and tested using data col-
lected from actual green building projects in Egypt. The
study concluded that ANN is a reliable and accurate tool
for cost estimation of green buildings.

In another study, Jung et al. [16] proposed a hybrid
approach that combines ANNs with genetic algorithms
for the cost estimation of sustainable building projects.
The hybrid model was able to achieve better accuracy
than the traditional regression-based models.

Research by Asgari et al. [17] utilized an ANN-based
model for predicting the costs of sustainable building pro-
jects in Iran. The model was trained and validated using
data collected from actual sustainable building projects.
The results showed that ANN is a highly effective tool for
predicting the costs of sustainable buildings.

A study conducted by Naghizadeh et al. [18] proposed a
novel approach that combines ANNs with particle swarm
optimization for the cost estimation of sustainable building
projects. The hybrid model was tested using data collected
from actual sustainable building projects in Iran. The study
concluded that the proposed model is highly accurate and
effective for cost estimation of sustainable buildings.

A study conducted by Faiq et al. [4] proposed a modern
method to predict the residual strength of sustainable self-
consolidating concrete exposed to elevated temperature
using artificial intelligent technique in sustaining the build-
ings of Iraq.

2 Identification of ANN model
variables

The historical data used in this study were collected from
the Ministry of Housing and Construction in the Republic
of Iraq/Engineering Construction Company, and it includes
75 sustainable projects implemented in Baghdad city for
the period from 2015 to 2022. These historical data are
shown in Table 1, and can be divided into:
1) Dependent variables: The cost of the sustainable build-

ings project is defined as the dependent variable.
2) Independent variables: These variables are classified

into three types of variables and can be measured using
the unit of measurements, such as the area of the
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sustainable building (F1), height of sustainable building
(F2), and site conditions (F3).

3 Software ANN selection: GMDH
Shell

A professional NN program called GMDH Shell uses ANNs
to provide forecasts for several aspects of the construction
industry, including cost, productivity, cash flow, and more,
intending to make construction forecasting possible for
even novice planners and estimators. As shown in Figure 1,
the GMDH Shell is made up of numerous plugs connected
in a chain. Figure 2 also depicts the design for the GMDH
Shell.

4 Development of ANNs model

4.1 Development of model inputs

ANN is a machine learning model inspired by the structure
and functioning of the human brain. An ANN consists of
layers of interconnected nodes (neurons) that process and
transmit information, each neuron takes in inputs, per-
forms a mathematical computation on those inputs, and
then outputs a result. The connections between neurons
have weights that determine the strength of the signal
being transmitted. The weights are adjusted through a pro-
cess called training, in which the network learns to recog-
nize patterns in the data.

A single output – the total cost of the sustainable
building projects – and just three inputs – the area of the
sustainable building (F1), height of the sustainable building
(F2), and site circumstances (F3) – were determined by the
researcher using the technique (method of previous
knowledge).

4.2 Data division

The act of separating a dataset into two or more pieces in
order to train and test an ANN is known as data division,
sometimes known as data splitting. The most popular

Table 1: Historical data of sustainable project in Republic of Iraq

Parameters Y = cost of
project ($)

F1 = area
(M2)

F2 = height F3 = site
conditions

Max. 750,000 985 25 3
Min. 250,000 485 15 1
Range 500,000 500 10 2
Average 695,000 760 20 2

Figure 1: Component of GMDH Shell.
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strategy is to separate the data into three groups: the
training set, validation set, and test set. The test set is
used to assess the model’s final performance after the vali-
dation set has been used to fine-tune the model’s hyper
parameters. Depending on the size of the dataset and the
particular assignment, each set’s size will vary. Generally,
the training set is the biggest and comprises up to 70–80%
of the data, while the validation set and test set each have
10–15% of the data. Data division is crucial in ANN as it aids
in preventing overfitting, which happens when the model
grows too complicated and matches the training data too
closely, leading to worse performance on new, unforeseen
data. We may get a more precise assessment of the model’s
performance on fresh data by measuring it against a dif-
ferent test set.

The training set, testing set, and validation set are sub-
sets of the accessible data that the researcher is using in
this study. With the help of the GMDH Shell program, a
trial-and-error procedure was used to choose the best divi-
sion. The findings are described in Table 2, where the best
division is calculated as 75% for the training set, 10% for
the testing set, and 15% for the validation set (r) 93.33%.

4.3 Method of division

There are several methods for dividing a dataset into
training, validation, and test sets in ANN. The following
are three common methods:
1) A training set and a test set are created from the

dataset using the straightforward hold-out approach.
The model is trained using the training set, and its
ultimate performance is assessed using the test set.
This method’s drawback is that it could not accurately
reflect the complete dataset, which might lead to inac-
curate estimations of model performance.

2) k-fold cross validation: This technique divides the dataset
into k equal “folds,” or portions. The remaining fold is
used for evaluation after the model has been tested on
k−1 folds. Each fold serves as the test set once over the
k-time course of this operation. The model’s performance
is then averaged across the k folds. Nevertheless, this
technique may be computationally costly. It offers a
more accurate evaluation of model performance.

3) When a dataset is unbalanced, meaning that the classes
or labels are not equally represented, stratified

Figure 2: Graphing of GMDH Shell.
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sampling is utilized. This approach ensures that the
percentage of each class or label in each set is the
same as that in the training and test sets while dividing
the dataset into these three categories: training, valida-
tion, and testing. By using this technique, it is possible to
prevent the model from being biased toward any one
class or label and to train it on a representative sample
of the data.

Since the impact of employing several divisional options
(striped, blocked, and random) was examined in this study, the
researcher employed stratified sampling (3). When random
division was applied, the performance improved (Table 3).

4.4 NN model architecture

The architecture of an ANN refers to the overall structure
of the network, including the number and size of layers,
the number of neurons in each layer, and the connections
between neurons. The architecture plays a crucial role in
the performance of the ANN. Following are some reasons
why the ANN model architecture is important:
1) Learning ability: The architecture of an ANN deter-

mines its ability to learn complex patterns in the
data. A well-designed architecture can improve the
network’s learning ability and help it to generalize to
new, unseen data.

2) Computational efficiency: The architecture of an ANN
can also affect its computational efficiency. A simpler
architecture with fewer layers and neurons may require
less computation and training time, but may also result
in lower performance. On the other hand, a more com-
plex architecture may require more computation and
training time, but may achieve better performance.

3) Overfitting: The architecture of an ANN can help to
prevent overfitting, which occurs when the model
becomes too complex and fits the training data too
closely, resulting in poor performance on new, unseen
data. A well-designed architecture can help to balance
the complexity of the model with its ability to gener-
alize to new data.

4) Interpretability: The architecture of an ANN can also
affect its interpretability, or the ability to understand
how the model makes its predictions. A simpler archi-
tecture with fewer layers and neurons may be more
interpretable, while a more complex architecture may
be more difficult to interpret.

In conclusion, an ANN’s design matters because it has
an impact on the network’s interpretability, computational
efficiency, and capacity for learning. The choice of the
model architecture is also among the most crucial aspects
in the creation of NN models. A variety of networks with
various numbers of hidden layer nodes are developed
using the software’s default parameters (learning rate =

0.2, momentum term = 0.8, and the transfer functions in

Table 2: Effect of data division on NN model for sustainable building project

Data division (%) Training error (%) Testing error (%) Coefficient of correlation [r] (%)

Training Testing Querying

80 10 10 8.89 7.40 90.22
75 5 20 8.99 6.76 91.32
75 10 15 7.98 6.84 91.34
70 5 25 7.99 6.92 92.56
70 20 10 6.73 5.81 92.57
75 10 15 5.62 4.53 93.33
80 10 10 6.34 6.64 91.00

Bold values refer to selected data in ANN model as shown in section 4.2 Data Division.

Table 3: Effect of method division on NN model for sustainable building project

Data division (%) Choices of division Training error (%) Testing error (%) Coefficient of correlation [r] (%)

Training Testing Querying

75 10 15 Random 5.62 4.53 93.33
75 10 15 Blocked 6.42 5.66 92.53
75 10 15 Striped 752 5.88 91.46

Hybrid approach for cost estimation of sustainable building projects using ANNs  5



hidden and output layer nodes are sigmoid), and the
results are summarized in Table 4. The maximum number
of nodes equals 2I + 1, where I is the number of input
nodes. In this model, one hidden node was selected (i.e.,
maximum nodes = 4). The network with a single hidden
node is said to be the ideal one.

4.5 NN model equation

The equation for an NN model depends on its architecture
and the type of problem it is designed to solve. However,
the basic equation for a neural network model can be
written as equation (1) [13], this equation used in develop-
ment of the NN model depended on transfer function, and
it is sigmoid function, and for this the following equation
was adopted and as indicated by most of the researchers
specialized in this field (NN):

= + +y f w f w x b b ,
2 1 1 2

( ( ) ) (1)

where, x is the input to the network, w1 is the weight
matrix for the connections between the input layer and
the hidden layer, b1 is the bias vector for the hidden layer,
f is the activation function applied to each neuron in the
hidden layer, w2 is the weight matrix for the connections
between the hidden layer and the output layer, b2 is the
bias vector for the output layer, and y is the output of the
network.

The input x is multiplied by the weight matrix w1, and
the bias b1 is added to the result. The activation function f is
applied to this sum, and the result is then multiplied by the
weight matrix w2 and the bias b2 is added. Finally, the
output of the network y is obtained. The choice of activa-
tion function f depends on the problem being solved and
the architecture of the network. Common activation func-
tions include sigmoid, rectified linear unit, and hyperbolic
tangent (tanh). It is worth noting that this equation only
applies to feedforward NNs, which are the most common
type of NN. Other types of NNs, such as recurrent NNs and

convolutional NNs, have different equations and architec-
tures [14].

The NN may be converted into a rather straightfor-
ward equation using four of the connection weights pro-
duced by GMDH Shell’s optimum NNs model. The predic-
tion expression for the overall cost for a sustainable
construction project is derived by using the four connec-
tion weights and the two threshold levels presented in
Figure 3.

= = ÷ +

+

+f x eT.C 250,000 1

500,000,

x4.1544 5.1973 tanh( ) [ ]
(2)

where

= + × + − ×
+ − ×

X F F

F

2.7891 1.2434 1 1.00246 2

2.4434 3 .

{ ( ) ( )

( )}
(3)

Validation and verification are important steps in the
development and deployment of any machine learning
model, including ANN. Validation involves evaluating the
performance of the ANN on a separate dataset that is not
used during training. This helps to assess the generaliza-
tion ability of the ANN, which is its ability to make accurate
predictions on new, unseen data. Typically, the dataset
used for validation is split from the original dataset into
a validation set and a training set. The ANN is trained on
the training set, and its performance is evaluated on the
validation set. This process is repeated multiple times
using different subsets of the data in a technique called
cross validation. Verification involves checking that the
ANN is implemented correctly, and that its outputs are con-
sistent with the expected results. This is typically done by
comparing the predicted outputs of the ANN to the actual
outputs for a set of input data. Verification can also involve
checking that the ANN has been trained correctly, by com-
paring its outputs to a set of known results. Both validation
and verification are important steps in the development and
deployment of an ANN. Validation helps to ensure that the

Table 4: Effective number of nodes on NN model for sustainable
building project

No. of
nodes

Training
error (%)

Testing
error (%)

Coefficient of
correlation [r] (%)

1 5.62 4.53 93.33
2 5.82 4.77 93.11
3 6.94 5.67 92.98
4 6.98 5.88 91.99
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Figure 3: Comparison of predicted and observed total cost for validation
data for sustainable buildings projects.
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ANN can make accurate predictions on new, unseen data,
while verification helps to ensure that the ANN has been
implemented correctly and is behaving as expected. By per-
forming both validation and verification, it can have greater
confidence in the performance and reliability of the ANN.
Coefficient of determined, coefficient of correlation, average
accuracy, and mean absolute percentage measure how well
the model outputs match the target value and are given in
Table 5. The outcome and advantages of this research
encompass the derivation of a precise equation for fore-
casting the cost associated with sustainable building pro-
jects. The reliability of this equation has been demonstrated
and validated, as evidenced in Table 5.

5 Conclusion

The goal of this research was to estimate the overall costs
of constructing sustainable building projects using ANNs
since sustainable buildings are now among the most sig-
nificant projects. ANNs are used to predict the total costs
of implementing sustainable building projects. The study
emphasizes the importance of sustainable buildings in
today’s world and the need to find ways to accurately pre-
dict the costs associated with such projects. The study used
only one ANN model, which took three variables as inputs:
the area of sustainable buildings, their height, and the site
conditions. The model was trained on a dataset of sustain-
able building projects and their associated costs. By adjusting
the weights and biases of the model during training, the ANN
was able to learn the relationships between the input vari-
ables and the output variable (i.e., the cost of the project). The
result of the study was an equation that predicted the cost of
sustainable building projects with a mathematical accuracy
of 87.00%. This means that the predicted costs were within
87% of the actual costs. This level of accuracy is quite good,
and it suggests that the ANN model was able to capture the
underlying patterns and relationships in the data. Overall,
the study demonstrates the potential of using ANN models
to predict the costs of sustainable building projects. By

accurately predicting these costs, it may be possible to better
plan the budget for these projects and encourage their imple-
mentation on a larger scale.

Conflict of interest: Authors state no conflict of interest.
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