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Abstract: An integral part of any reliable network security
infrastructure is the intrusion detection system (IDS). Early
attack detection can stop adversaries from further intruding
on a network. Machine learning (ML) and deep learning
(DL) techniques to automate intrusion threat detection at
a scale never previously envisioned have snowballed during
the past 10 years. Researchers, software engineers, and net-
work professionals have been encouraged to reconsider
the use of ML techniques, notably in cybersecurity. This
article proposes a system for detecting intrusion with two
approaches, the first utilizing a proposed hybrid convolu-
tional neural network (CNN) and Dense layers. The second
utilizes naive Bayes (NB) ML techniques and compares the
two approaches to determine the best detection accuracy.
The preprocessing of network data is necessary. The sug-
gested technique is evaluated using the UNSW-NB15 Dataset
to create a reliable classifier and an effective IDS. The experi-
mental results for the proposed CNN-dense classifier outper-
formed the ML and DL models. CNN has a 99.8% accuracy
rate compared to previous studies. At the same time, the
Gaussian naive Bayes, which is considered the best among
the ML-utilized classifiers, yielded an 83% accuracy rate.

Keywords: intrusion detection system, machine learning,
deep learning, convolutional neural network, naive Bayes,
UNSW-NB15

1 Introduction

Since the Internet’s establishment, information systems
that utilize or are based on it have progressed dramati-
cally, like the World Wide Web. Most cyberattacks are
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launched via the notoriously insecure Internet [1]. One of
the most significant issues confronting security manage-
ment system developers is ensuring the protection and
privacy of big data, particularly in light of the widespread
utilization of Internet networks and the explosive develop-
ment in the amount of data created from various sources
[2]. Attempts to breach or circumvent the confidentiality,
integrity, and availability of security processes that protect
networks and computer resources are called intrusions [3].
As an active security mechanism, intrusion detection sys-
tems (IDSs) are a potent tool and a crucial part of the
infrastructure that ensures the safety of the networks we
rely on daily, which can be hardware or software. IDS
monitors and analyzes data as it travels through compu-
ters and networks to detect security problems [4]. Misuse
and anomaly detection are the two fundamental methodol-
ogies utilized by IDSs to examine events and identify
attacks [5].

The challenge is to create methods for identifying
threats through deep learning (DL) approaches to improve
the system’s efficacy and accuracy while decreasing the
number of false alarms with little computing effort [6].
Big data presents a significant challenge to IDSs due to its
volume, diversity, and velocity. “Big data” refers to infor-
mation that is difficult to handle, store, or manipulate uti-
lizing typical methods [7]. The term “big” refers to the
amount of data acquired from various sources, which
has grown significantly in recent years [8]. Machine learning
(ML) and DL methods may be divided into four main groups,
namely supervised learning, unsupervised learning, semi-
supervised learning, and reinforcement learning, as illu-
strated in Figure 1. The first two categories obtain the
majority of the intrusion detection research that has been
published in the literature [9].

This work proposes a system to detect network intru-
sion based on DL and ML techniques. A convolutional
neural network (CNN) and naive Bayes (NB) were utilized
for classification. These suggested approaches are applied
to the UNSW-NB15 Dataset, which contains a group of
common and updated attacks.

This article is organized as follows: Section 2 discusses
the related works. Section 3 briefly describes the dataset,
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Figure 1: Classification of ML and DL algorithms for detecting network intrusions [9].

preprocessing, and classification techniques used. Section
4 gives details of the evaluation metrics. Section 5 contains
the findings and discussion. Section 6 ends with the con-
clusion and future work.

2 Related works

Computer networks are implementing the most recent
technologies as technology and current approaches improve,
significantly impacting the intensity of attacks. As a result,
the UNSW-NB15 Dataset was utilized with specific attention
paid to the modern forms of attack. Research utilizing the
UNSW-NB15 Dataset has not yet reached its full potential.
However, certain studies that made use of datasets are sum-
marized here. The relevant research is compared and sum-
marized in Table 1.

For studies based on ML techniques, Kumar et al. [10]
developed a calcification-based integrated network intru-
sion detection system (NIDS) that utilized clusters gener-
ated by IG’s feature selection approach and the k-means
algorithm in conjunction with decision tree (DT) algorithm.
The RTNITP18 Dataset, with 22 features and four types of
network assaults from the UNSW-NB15 Dataset, was used
as a test dataset to assess the efficacy of the proposed
model. Compared to the DT C5 model, whose accuracy
was 90.74%, the proposed model was only 84.83%.

Kasongo and Sun [11] presented the NIDS technology,
which combines the feature selection method of the XGBoost

algorithm with five classification techniques: logistic regres-
sion (LR), k-nearest neighbors (KNN), artificial neural net-
work (ANN), DT, and support vector machine (SVM). The
UNSW-NB15 Dataset was classified using binary and multi-
class techniques. The maximum accuracy of multiclass clas-
sification was 82.66%, whereas the KNN classifier accuracy
was 96.7%.

Kumar et al. [12] recommended the unified intrusion
detection system (UIDS) using the UNSW-NB15 Dataset. The
ruleset (R) utilized to create the proposed UIDS model was
taken from various DT models, including k-means clus-
tering and IG’s feature selection method. The model was
also trained with various methods, including C5, neural
networks, and support vector machines. For this reason,
the suggested model achieved a higher accuracy (88.92%)
than any competing methods. Other algorithms have higher
accuracy, such as C5, neural network, and SVM (89.76, 86.7,
and 78.77%, respectively).

Shushlevska et al. [13] implemented IDS depending on
the UNSW-NB15 Dataset. The dataset has been tested and
trained for nine distinct class assaults. Utilizing four ML
methods, the UNSW-NB15 Dataset was efficiently split into
network traffic of ordinary records and attack logs. The clas-
sification utilizing Random Forest (RF) is more efficient than
with NB, LR, and DT, according to the study of the ML models
for each of the approaches. The RF classifier offers an accu-
racy value of 95.9% in accordance with the results attained.

For studies relying on DL approaches, P. Wu and H.
Guo [14] suggested using a LuNet model to discover
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Table 1: Summary of existing studies on IDS based on ML and DL techniques

Limitations

Best accuracy (%)

Algorithm

Datasets

Ref.

ML techniques

This study predicted just four of the nine categories in the UNSW-NB15 Dataset. Furthermore, this study has not

addressed the issue of class inequality.

90.74

UNSW-NB15 DT models (CART, CHAID, QUEST,

[10]

and C5)
UNSW-NB15 LR, K-nearest neighbors, DT, ANN,

96.76 This study did not address the issue of class inequalities. As a result, the model’s accuracy is poor.

[

and SVM
UNSW-NB15 Models of DT (C5, CHAID, CART, and

The UNSW-NB15 Dataset comprises only four types of network attack categories predicted by research. Furthermore,

this study has not addressed the issue of class inequality.

88.92

[12]

QUEST)
UNSW-NB15  RF, LR, NB, and DT

DL techniques

Feature selection methods must be applied to the UNSW-NB15 Dataset.

95.9

[13]

This research did not improve dealing with an RNN algorithm, although there are studies that worked on the same

dataset and gave good results.

84.98

UNSW-NB15 CNN and RNN

[14]

The use of data preparation techniques in this study has not been done well.

93.5

UNSW-NB15 CNN

[15]
[16]
(17

Feature, selection, or reduction methods do not apply to the UNSW-NB15 Dataset.

This study must be expanded to detect multiclass classification intrusions.

94.22

UNSW-NB15 CNN

92.10

UNSW-NB15 CNN
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intrusions on a large-scale network, which is a hierarchical
recurrent neural networks (RNN) and CNN used on the
NSL-KDD and UNSW-NB15 dataset. On the NSL-KDD dataset,
the accuracy in binary classification obtained an average of
99.24%, and on the UNSW-NB15 dataset, it was 97.40%. On
average, NSL-KDD performed with 99.05% accuracy while
UNSW-NB15 performed with 84.98% accuracy in multiclass
classification.

Mahalakshmi et al. [15] created the CNN DL technology
to handle the challenge of detecting network infiltration.
The CNN algorithm was trained to utilize the UNSW NB15
public dataset. In general, the dataset comprises binary
types of “0” and “1” for normal and assault data. The
experimental findings indicated that the suggested model
has a maximum detection accuracy of 93.5%.

Singh et al. [16] suggested a brand-new wide deep
transfer learning (TL) GRU model. A preprocessing proce-
dure is created for multi-dimensional point data (multi-
variate time series) (UNSW-NB15). Wide deep is made up
of a linear model, and the deep component is made up of
Base-4GRU, TL-3GRU-1, or TLAGRU-2. According to the experi-
mental findings, the suggested solution beats most of the
current network intrusion detection strategies on ML, with
an evaluation accuracy of 94.22% on the UNSW-NB15.

Almarshdi et al. [17] created an IDS architecture based
on a CNN and LSTM model combination to identify security
assaults in the IoT utilizing the UNSW-NB15 Dataset. The
missing values in the dataset are eliminated based on the
interpolation procedure. The suggested model was com-
pared to the CNN model on a balanced and unbalanced
dataset. Then, utilizing a balanced dataset, they compare
the suggested model against DT and RF ML classifiers. On
the balanced dataset, the suggested model outperformed
CNN, DT, and RF with an accuracy of 92.10%.

3 Proposed methodology

The proposed system includes two methods for intrusion
detection of networks, one utilizing DL and the other based
on ML. In both cases, the data go through a preprocessing
stage. Then the classification is done utilizing the two
methods mentioned above, and the results of the two
methods are compared. Figure 2 explains the overall dia-
gram of the proposed system and the factors considered to
build a hybrid model.
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Figure 2: The proposed CNN-Dense classification framework vs ML.
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3.1 A summary of the considerations for the
proposed

Early Stopping: Training should be halted when the vali-

dation error exceeds the minimum.

* Dropout: A regularization technique that is similar to
training. Randomly ignoring some layer outputs forces
nodes inside a layer to assume greater or lesser respon-
sibility for the inputs.

+ Adam’s optimizer integrates the techniques for gradient
descent, momentum, and Root Mean Squared Propagation.
Every node in the network has its learning rate updated by
Adam’s optimizer, which lowers the overall error rate.
It can process large datasets quickly and efficiently using
less memory than other optimization methods and
requiring less tuning.

* In the convolutional layers, we used a leaky rectified linear
unit (ReLU) activation function. It has the same form as the
ReLU, except that positive values close enough to zero will
lead to zero. Avoid the dead node issue and do not have a
vanishing gradient.

+ In the medial dense layers, the linear activation function

combines strong and close-to-strong features from the

layers preceding it.

In the last dense layer (classification), the SoftMax activation

function is used for problems with more than one class.

Methods take in a vector of the raw outputs of a neural

network and give back a vector of probability scores.

» The last convolutional layer used a linear activation

function with a small filter size to extract close-to-strong

features from the layer preceding it.

3.2 Dataset description

The Cyber Range Lab at the Austrian Centre for Cyber
Security uses raw network packets from the UNSW-NB15

Table 2: UNSW-NB15 Dataset categories [18]

Deep learning model = 5

Dataset to construct hybrid real-time normal operations
and simulate current attack behavior using the IXIA Perfect-
Storm technology. Tcpdump stores 100 GB of raw traffic.
Forty-nine characteristics, including the class label, are
generated using the Argus and Bro-IDS tools and 12
methods. Most researchers have utilized these datasets
independently to test the efficacy of their IDSs. The ori-
ginal dataset comprises 2,540,044 packets spread over
four CSV files. Information types and their respective
descriptions are included in Table 2.

3.3 Dataset splitting

A common approach for model validation is data splitting,
which splits a given dataset into training and testing sets.
The training data is then utilized to fit and evaluate statistics
and ML models. It may test and compare the accuracy of
several models’ predictions without worrying about poten-
tial overfitting of the training set, provided it keeps a sepa-
rate dataset for validation [19]. They can employ the afore-
mentioned data-splitting strategies once they have defined a
splitting ratio. A typical ratio is 80:20, which means that 80%
of the data is utilized for training and 20% for testing [20]. In
practice, alternative ratios such as 70:30, 60:40, and even
50:50 are used. There does not appear to be clear informa-
tion on what ratio is ideal or best for a particular dataset.
The 80:20 split is based on the well-known Pareto principle;
however, this is merely a practice-based recommendation.
Based on the theoretical or numerical study, there is no
agreement on the optimal data-splitting ratio [21].

3.4 Dataset preprocessing

Data may be interpreted as the model algorithm per-
forming a rapid study of the data’s features. Data

Attack family  Description No. of samples
Normal Natural transaction data. 2,218,763
Analysis Includes port scan, spam, and HTML file intrusion techniques. 2,677
Backdoor A method for sneakily getting into a computer or its data by getting around a system’s security. 2,329
DoS The goal is to disable host services so users cannot access network resources. 16,353
Exploits The attacker exploits a software or operating system security flaw. 44,525
Fuzzers Sends a large amount of data to cause a computer program to crash. 24,246
Generic A strategy is effective against all block ciphers regardless of the form of the block cipher. 215,481
Reconnaissance The goal of this is to collect information. 13,987
Shellcode Most of the time, a small piece of code is used to take advantage of a software flaw. 1,51
Worms To get to other computers, the attacker copies itself. Most of the time, it spreads through a computer network. 174
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preprocessing is the most important and critical stage for a
DL algorithm to perform effectively in terms of generaliza-
tion [22]. The training data grow exponentially in response
to the input spatial dimension. It is predicted that prepro-
cessing might take up to 50-80% of the time necessary for
the whole classification process, highlighting its impor-
tance in model construction. The datasets need numerous
preprocessing steps to contain undesirable elements such
as missing, redundant, or infinite values that must be
removed or changed to improve data quality for improved
performance [23].

3.4.1 Dataset label encoder

Label encoding is a technique to preprocess categorical
variables by assigning a unique integer to each label based
on alphabetical ordering. These integers replace the vari-
able in the same column. This is the method that was uti-
lized in this study. The additional variables make the data
more complex. For example, there are 135 variables in the
“protocol” column, 13 in the “service” column, and 16 in the
“status” column.

3.4.2 Apply min-max normalization

The min-max technique normalizes data for each feature by
converting the minimum value to decimal numbers between
0 and 1. This ensures the data can be more easily understood
and reduces training time. It is required when attributes
have different scales [24]. According to equation (1),

X = @

where Xp.x and Xpi, are the maximum and minimum fea-
ture values (x), resulting in output within the 0-1 range.

3.5 Classification algorithms

Five classification algorithms, i.e., CNN and NB models
(Gaussian naive Bayes [GNB], Bernoulli naive Bayes [BNB],
multinomial naive Bayes [MNB], and complement naive
Bayes [CNB]), were employed to train the proposed model.

3.5.1 Data classification depending on CNN

CNN architecture includes convolution layers, pooling
layers, and fully connected layers. A famous architecture
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is the recurrence of a stack of several convolution layers and
a pooling layer, followed by one or more fully linked layers.
Forward propagation is the method through which input
data is converted into output data via these levels [25].

3.5.1.1 Convolution layer

The convolution layer, an essential component of CNN
design, extracts features by combining linear and non-
linear operations, such as convolution and activation func-
tions [26].

* Convolution: A linear procedure called convolution is
utilized to extract features. A Kkernel is applied to the
input, a tensor array of integers. A feature map, some-
times referred to as an output value at the corresponding
position of the output tensor, is created by computing an
element-wise product between each element of the kernel
and the input tensor at each point of the tensor and
adding the results.

Activation function: The outputs of a linear operation,
such as convolution, are then passed through a nonlinear
activation function. The Leaky ReLU activation function
was utilized in the proposed model. It is an effort to
address the fading ReLU issue. When x<0, a leaky
ReLU will have a modest negative slope as opposed to
zero (of 0.01 or so). The function computes this as shown
in equation (2), where a is a small constant [27].

fO0 = 1(x < 0)(ax) + 1(x 2 0)(x). @

3.5.1.2 Pooling layer

A pooling layer conducts a typical down-sampling proce-

dure that reduces the in-plane dimensionality of the fea-

ture maps to introduce translation invariance to small
shifts and distortions and to minimize the number of
ensuing learnable parameters. It is crucial to note that
none of the pooling layers has learnable parameters.

However, filter size, stride, and padding are hyperpara-

meters in pooling operations, just as they are in convolu-

tion operations.

* Max pooling: The most common sort of pooling proce-
dure is max pooling. It accepts patches from the feature
maps as input, outputs the most outstanding value in
each patch, and discards all other values [28].

3.5.1.3 Fully connected layer
The final convolution or pooling layer’s output feature
maps are typically flattened or converted into a one-
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dimensional (1D) array of numbers (or vectors) and con-
nected to one or more dense layers, also known as fully
connected layers, in which a learnable weight connects
each input and output. A subset of fully connected layers
maps the properties of convolution and down-sampling
layers to the network’s final outputs, such as the probabil-
ities for each class in classification tasks. The number of
output nodes in the final fully connected layer usually

equals the number of classes [29].

+ SoftMax activation: A different kind of LR called SoftMax
Classifier may classify more than two classes. The output
of the last layer may be transformed to its underlying
probability distribution utilizing SoftMax. SoftMax has
the advantage that the output probability can be between
0 and 1, and the sum of the probabilities is 1 [30].

3.5.1.4 Dropout layer

Dropout layers were used to keep from overfitting [29],
which made the training last longer. It prevents overfitting
by changing specific input units to 0 randomly throughout
training. Those inputs not set to 0 are scaled by 1/(1 - rate)
to keep the same total sum. So, there are dropout layers,
and each one is meant to lower the chance of overfitting by
making the neurons that come after it depend less on the
neurons that came before it.

3.5.1.5 The proposed CNN-Dense model design

The proposed CNN-Dense model consists of 22 layers as
follows:

+ CNN layers (9).

» Max pooling layers (8).

* Dense layers (3).

* Flatten layer (1).

* Dropout layer (1).

Table 3 explains these layers in some detail.

3.5.2 NB classifier

The NB classifier applies the Bayes theorem and operates
on the probabilistic premise that features are independent
and equally weighted [31-36]. One of the NB challenges is
the zero frequency or probability scenario, in which the
model cannot forecast if it has not seen a specific category
in the training dataset yet does so in the test dataset when it
encounters a novel and previously unknown input vari-
able. Laplace estimates and other smoothing techniques

Deep learning model == 7

Table 3: The proposed (CNN-Dense) layers and parameters settings

No. Layer type Filters  Size/stride Activation function
1 Convolutional 16 3N Leaky ReLU
2 Max pooling - 7 -

3 Convolutional 32 3N Leaky ReLU
4 Max pooling - 171 -

5 Convolutional 64 3n Leaky RelLU
6 Max pooling - 11 -

7 Convolutional 128 31 Leaky RelLU
8 Max pooling - il -

9 Convolutional 128 3N Leaky ReLU
10 Max pooling - 171 -

1" Dense 128 - Linear

12 Convolutional 256 31 Leaky RelLU
13 Max pooling - 11 -

14 Convolutional 512 3N Leaky ReLU
15 Max pooling - il -

16 Convolutional 1,024 31 Leaky ReLU
17 Max pooling - 171 —

18 Dense 1,024 - Linear

19 Convolutional 64 31 Leaky RelLU
20 Flatten - - -

21 Dropout - 0.1 -

22 Dense - - SoftMax

can be used to prevent this undesired situation [32]. Because
it is straightforward to implement, computationally quick,
and resilient, it has been widely used in text classification
and other classification domains, with several changes to the
traditional NB [33]. NB is one of the simplest Bayesian net-
work methods, and when combined with kernel density esti-
mation, it could be more accurate [34].

4 Evaluation metrics

The confusion matrix, considering the calculated predicted
class vs the actual class variables, defines various perfor-
mance metrics [35,36].

* True positive (TP): The number of harmful codes that
have been accurately discovered.

* True negative (TN): The number of innocuous codes
successfully identified.

* False positive (FP): The number of times a detector
incorrectly identifies a benign file as malware.

* False negative (FN): The number of malicious codes
detected by a detector incorrectly since the virus is
new and no signature is yet accessible.

* Accuracy: It indicates the accuracy or proximity of the
estimated value to the actual value of the model,



8 —— Waad Falah Kamil and Imad Jasim Mohammed

implying that a part of the total samples is properly clas-
sified. The model’s accuracy is calculated using the fol-
lowing formula:

A ) TP + TN (3)
CCUraCY = P+ IN + FP + N’

Precision: It indicates the percentage of relevant occur-
rences that are genuinely positive among the selected
instances. To calculate precision, use the following formula:

TP

. 4
TP + FP @

Precision =

Recall or true positive rate (TPR): It computes the per-
centage of true positives that are accurately detected.
The recall formula is as follows:

TP
Recall = ———. 5
eca P + IN (5)

F1-score: The harmonic mean of accuracy and memory is
interpreted as the Fl-score, which combines the weighted
average of precision and recall. Fl-score is calculated
using the following formula:

Flgr = ——2 ®)
Score = TP + FP + FN

5 Experiment and result analysis

The experimental setup was created utilizing the methods
described in Figure 2. The UNSW-NB15 Dataset was divided
first in this study. Then, data standardization is utilized to
rescale the dataset’s data values. Finally, five classification
algorithms, including CNN-Dense and four NB models, are
employed to differentiate between attack groups and reg-
ular traffic.

5.1 Performance analysis of the proposed
CNN-Dense classification model

In the first method, the proposed CNN-Dense model was
used, as shown in Table 4.

From Table 4, it is clear that the results of the method
were perfect, the accuracy of the detection was very high,
and the best value reached 99.8%. The reason for this is
that the techniques used, whether in the preprocessing of
the data or the proposed model structure of a one-dimen-
sional convolutional neural network (1D-CNN), have

DE GRUYTER

Table 4: Results of the proposed CNN-Dense model

Accuracy (%) Precision (%) Recall (%) F1-score (%)

99.8 99.89 99.76 99.8

significantly reduced the computational complexity and
speed of intrusion detection.

5.2 Performance analysis of NB classification
models

In the second method, the NB models were used, as shown
in Table 5.

5.3 Comparison between DL and ML models
results

The results of the first suggested DL model are better than
those of ML because it can improve results automatically
and without human intervention through a process called
backpropagation. It can also use considerable datasets in
real time, which may contain many different kinds of
unstructured data. Figure 3 shows the chart of this
comparison.

5.4 Comparison with previous studies

The comparison of results with the related studies men-
tioned in Section 2 is explained in Table 6 and Figure 4.

The results in Table 6 and Figure 4 clearly show that
the proposed method, based on a 1D-CNN, gave the best
intrusion detection accuracy compared to our second
method or related studies.

Table 5: Results of the NB models

Technique Accuracy (%) Precision (%) Recall (%) F1-score (%)

GNB 83 84 81 82
BNB 69 70 67 67
MNB 80 74 77 75
CNB 80 81 78 78
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Figure 3: ML and DL experimental results comparison.

Table 6: Comparison results with related studies

Ref. Technique Dataset Accuracy (%) Precision (%) Recall (%) F-score (%)
[10] DT UNSW-NB15 90.74 93 89.78 89.1
[11] ANN UNSW-NB15 71.51 77.51 71.51 71.51
[12] DT UNSW-NB15 89.76 90 89.23 89.12
[13] RF UNSW-NB15 95.9 96.9 95.9 95.9
[14] DNN UNSW-NB15 84.98 85.1 84.8 84.98
[15] CNN UNSW-NB15 93.5 93 93.56 93.6
[16] CNN UNSW-NB15 76.3 90.4 76.1 78.2
[17] CNN UNSW-NB15 92.10 93 92.1 92.1
Our methods (CNN-Dense) UNSW-NB15 99.8 99.89 99.76 99.8
GNB UNSW-NB15 83 84 81 82
BNB UNSW-NB15 69 70 67 67
MNB UNSW-NB15 80 74 77 75
CNB UNSW-NB15 80 81 78 78

Results Comparison with Related Studies
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Figure 4: Comparison results of our proposed models with the previous studies.
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6 Conclusions

This study presents a framework for detecting network intru-
sions. The suggested framework’s performance was analyzed
and assessed using the UNSW-NB15 Dataset. Preprocessing
steps such as label encoders and normalization datasets are
important stages before performing DL algorithms. Its pur-
pose is to initialize the data and reduce the complexity of the
calculations in the algorithm. The results demonstrated sig-
nificantly improved accuracy, particularly in the first hybrid
technique (CNN-Dense). Based on the evaluation findings, it
can be concluded that the proposed classifier outperformed
the ML and DL models on the UNSW-NB15 Dataset in terms of
accuracy, precision, recall, and Fl1-score metrics.

In the future, reduction techniques can be used to
reduce the features, or the deep model from one layer
can be used to extract features faster and input the extracted
features to ML for classification, as well as using another
dataset with the proposed model and evaluating the classi-
fied data to detect network intrusion.
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