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Abstract: The article deals with the problem of analysis of
effectiveness of the heuristic methods with limited depth-
first search techniques of decision obtaining in the test
problem of getting the shortest path in graph. The arti-
cle briefly describes the group of methods based on the
limit of branches number of the combinatorial search tree
and limit of analyzed subtree depth used to solve the prob-
lem. The methodology of comparing experimental data for
the estimation of the quality of solutions based on the
performing of computational experiments with samples
of graphs with pseudo-random structure and selected ver-
tices and arcs number using the BOINC platform is consid-
ered. It also shows description of obtained experimental
results which allow to identify the areas of the preferable
usage of selected subset of heuristic methods depending
on the size of the problem and power of constraints. It is
shown that the considered pair of methods is ineffective
in the selected problem and significantly inferior to the
quality of solutions that are provided by ant colony opti-
mization method and its modification with combinatorial
returns.

Keywords: heuristic methods, Brute Force method, ant
colony optimization, shortest path problem, discrete com-
binatorial optimization, BOINC

1 Introduction

There is a wide class of optimization problems with re-
strictions on discrete values of decision elements (argu-
ments of the objective function) [1, 2]. These include many
problems from combinatorics, graph theory, operations re-
search. Mathematical apparatus of derivatives and gradi-
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ents is not applicable for them, but it is successfully used
in solving problems of continuous optimization [3]. To
solve some of them, exact methods with polynomial time
asymptotic (for example, methods of Prim and Kruskal
[4, 5] for getting minimal spanning tree, Kuhn—Munkres
method for assignment problem solving [6, 7], etc.) are
well known, while other problems belonging to the NP
class don’t have similar methods. To solve them, in prac-
tice, heuristic methods need to be used. They provide de-
cisions of good quality for reasonable computing time.
Known methods for solving discrete optimization
problems can be divided into the following classes:

— limited-search methods (Brute Force, branch and
bound method [8], modifications of the Brute Force
with limited number of branches or limited depth
of the analyzed subtree within the combinatorial
search tree, SAT-based methods [9, 10));

— methods with sequential formation of the decision
(greedy methods, random and weighted random
search methods, ant colony optimization method
[11-13)]);

— methods based on the modification of the current
decision or set of decisions with using some rules
that are specific to the problem being solved (dis-
crete versions of random walks method and sim-
ulated annealing method, evolutionary (genetic)
methods group, bee colony method [14-17]);

— methods based on the movement in arguments
space with subsequent mapping of the current agent
position to one of the decisions of discrete optimiza-
tion problem (particle swarm optimization method,
firefly method, fish school search method, gravita-
tional search method, etc. [3, 14, 18]).

Brute Force method and its modifications have expo-
nential or factorial asymptotic time complexity in the com-
mon case, while other methods have polynomial asymp-
totic time complexity. By combining the elementary meth-
ods that are mentioned above, it is possible to construct
hybrid multistep methods [3].
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2 Statement of the Problem

Different heuristic methods are characterized in prac-
tice both by the different costs of computer time, and
by the different quality of the decisions obtained, in
this view it is interesting to compare quality of deci-
sions aimed to select the best of methods. For this pur-
pose a test problem of getting shortest path P(G) =
(@i, = Apeg, @iy ..., Ay = Aepg) in graph G = (A, V) was
selected, where A = {ay, a,, ..., ay} is a set of vertices,
|A| = N is a number of vertices (size of the problem),
V ={vi,va,...,vy} C AxAisasetofarcs, |V| = Mis
A Ala)» g € A alg € A,
and the arcs are weighted by the length value L(v;) > 0,
i = 1, M. Objective function in the specified problem is a
length of path L(P) = RZlL(a,-]., a;,,) — min, density of
j=1

graph d(G) = % € [0.0;1.0] has a role of restriction
as in graphs with low density a large number of decisions
are prohibited. This problem has exact optimal decision
(abbr. 0) that can be obtained polynomially using the Dijk-
stra algorithm [19] in quadratic time, that allows to use it as
a test problem for estimating deviations of decisions qual-
ity from optimum for heuristic methods. In a number of
combinatorial optimization problems it was shown [20, 21]
that heuristic methods are characterized by significantly
different behavior during solving problems with different
size of a problem and different power of restrictions. For
the purpose of careful analysis of this feature a computer
experiment was organized. During this experiment it was
formed a sample A = {G4, G, ..., Gg} of K = 1000 graphs
with pseudorandom structure, given number of vertices
N, density d and pseudo-random values of arcs lengths
0 < L(v;) < 1. For the obtained decisions (paths P with
length L(P)) the following average parameters were calcu-
lated: average length of paths (abbr. AVG)

a number of arcs, v; = (

S~ QGG
— ia
g-H 0

where Q(G;) = L(P € G;) is the quality of the best decision
(path with minimal length) for selected method, ¢(G;) €
{0, 1} is function that has value 1if the decision was found
with selected method and O otherwise; average deviation
of quality of the best decision from optimum (abbr. DIFF)

S (Q(6) - Q'(G) $(G1)

AQ = = )

K b
where Q”(G;) is a quality of optimal decision (length of the
shortest path) given by Dijkstra algorithm; probability of
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finding decision (abbr. PFD)

K
> ¢(Gy)
3

P=t ®

and probability of finding optimal decision (abbr. PFOD)

Popt = = %)
where
6(6,) - {o, QG > Q'(G), )
1, Q(G) =Q (Gy).

To compare methods for selected values of vertices
number N and density d of a graph it is required from sev-
eral minutes to several hours of computational time. To an-
alyze the behavior of methods under different conditions
of use there was organized a computing experiment based
on the distributed computing project Gerasim@Home! on
BOINC platform [22]. Within this experiment we studied
the behavior of methods for 2 < N < 500 and 0 < d < 0.2
with steps AN = 1 and Ad = 0.001, the obtained re-
sults are presented in Section 4. For each set of source data
for iteration methods there was organized a formation of
Cmax = 1000 decisions with selection the best of them.

3 Brief Classification of Heuristic
Methods with Limited Depth-First
Search Techniques

In this section we give a brief description of the heuris-
tic methods (a detailed description is given in the works
[2, 23]). As it has already been shown above, for optimal
decisions with quality Q"(G;) the Dijkstra algorithm was
used. With using Brute Force method (abbr. BF) traverse of
all branches of combinatorial search tree was organized.
In most cases, as a rule, Depth-First Search (abbr. DFS)
order of combinatorial search tree nodes traverse is used,
although in some cases Breadth-First Search (abbr. BFS)
order [24] is used (see Figure 1a). As a result of the com-
binatorial search tree traversing each of its branches cor-
responds to one of the problem decisions. When using
the strategy of branches and boundaries, early exclusion
from consideration of some subtrees is allowed if the cur-
rent quality of the formed decision at this stage is worse

1 http://gerasim.boinc.ru
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than the record found earlier and the further steps in the
depth of the recursion will only degrade it further. By defi-
nition the Brute Force method (may be both with branches
and boundaries strategy) ensures the obtaining of optimal
decisions to the problem. Asymptotic time complexity of
the corresponding algorithms and the computational costs
of the corresponding software implementations are, as a
rule, unacceptably high, which limits the scope of appli-
cation of these methods in practice to cases of small size
of the problem (N < 30). One way to reduce the complex-
ity of Brute Force is to introduce a limit on the maximum
number Cmax of branches of the analyzed combinatorial
search tree (see Figure 1b), as a result the decision search
time increases linearly with the selected value Cpax (we
will call this approach as Limited Brute Force, abbr. LBF).
In this case, the decisions are usually close to each other
(for example, by analog of the Hamming distance [25]), the
search is sufficiently local and does not provide a signifi-
cant diversification of solutions. Another way to limit the
Brute Force method is to enter the value S of maximum
depth, which is used to analyze the subtree within the
combinatorial search tree with the given root vertex (we
will call this approach Limited Depth-First Search, abbr.
LDFS) [2, 23]. In this case, among the branches of the sub-
tree of height S the best of them is selected that provides
in this step suboptimal decision with the best quality crite-
rion value, after which the process of constructing and an-
alyzing subtrees iteratively continues until the maximum
possible depth is reached (see Figure 1c). Time complexity
of the corresponding algorithm is O(N>*1) [23] and can be
changed in a wide range depending on the available time
resources.

4 Computing Experiments and
Analysis of the Experimental
Results

The problem of analyzing a space with coordinates (d; N)
considered above is weakly coupled due to the fact that
analysis of its various points can be performed indepen-
dently. This feature allows the efficient use of volunteer-
computing-based grid systems within the BOINC platform
for its solution, which is successfully applied in a num-
ber of projects [10, 26, 27]. In this case, within one work
unit a client machine receives information about the ini-
tial parameters N and d of the sample A of graphs with
a pseudo-random structure and the name of the heuristic
method, which is used for getting decisions, correctness
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Figure 1: A schematic illustration of a combinatorial search tree
traverse: a — within Brute Force method, b — within Brute Force
method with restricted number of analyzed branches, ¢ — within
Brute Force with restricted depth of analyzed subtrees. Analyzed
branches are bolded.

verifying and quality estimating. Standard Pascal/Delphi
pseudo-random generator (linear congruential generator)
was used in these experiments. It has period 232 that
is suitable for the experiments with samples of pseudo-
random graphs with length about 1000 - 10000 test exam-
ples. Resulting quality values are transmitted to the server
of the project. During post processing of the given experi-
mental results calculations aimed to getting values of cri-
teria (1)-(4) for one selected point (d; N) of analyzed space,
their comparison (if necessary) with optimal decisions and
the construction of two-dimensional diagrams presented
below are performed.

The computing unit was developed using Delphi pro-
gramming language, standard BOINC wrapper was used
to integrate it with the BOINC Manager software due to
the fact that using BOINC sources it isn’t possilble to stat-
ically link a computing unit computing unit into single
executable file within Delphi. The computing experiment
took 4 months in the grid with real performance about 2
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Figure 2: Average path length (a) and probability of finding decision
(b) depending on the number of vertexes N and graph density d
(optimal decisions).

TFLOP/s. Figure 2 shows the experimental results for opti-
mal decisions provided by the Dijkstra algorithm.

First of all it should be noted that the level lines in Fig-
ure 2a are very similar to hyperbolas in coordinates (d; N).
Minimal length of paths corresponds to the graphs with
high density and big number of vertexes (top right corner
in Figure 2a). The greatest length of the paths is observed
for graphs with low density with big number of vertexes
(top left corner in Figure 2a). Dijkstra’s algorithm guaran-
tees a decision in case of its existence (if the graph in which
the path is found is connected), therefore the dependence
in Figure 2b can be treated as probability of getting con-
nected graph for selected values of N and d. During de-
creasing of graph density d for each N such value d’ can
be chosen that probability of finding decisionis p =~ 1,
but p < 1, and also value d”, that p ~ 0, but p > 0. For
example, for N = 100 these values are d’ ~ 0.063 and
d” = 0.002.Ifin the selected range of densities d’ < d < d”
one of methods X provides the probability of obtaining a
decision lower than the Dijkstra algorithm (py < p,), then
this indicates that for some test cases decisions exist but
have not been found.

Figures 3 and 4 show dependences of average devia-
tion of decision quality and probabilities of finding deci-
sion and finding optimal decision for LBF and LDFS meth-
ods.

Analysis of the experimental results obtained makes it
possible to formulate a number of conclusions. First of all,
the greatest deviation of the average path length from the
optimum is observed for low-density graphs with a large
number of vertices (top left corner of two dimensional dia-
grams). The LBF method demonstrates a much greater de-
terioration (more than an order of magnitude) in the qual-
ity of decisions compared with the LDFS method. The like-
lihood of finding solutions is comparable for the pair of
methods under consideration: for an absolute majority of
cases methods provide solutions that are their advantage.
For high-density graphs with a small number of vertices
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(bottom right corner of the diagrams), the LBF and LDFS
methods demonstrate a high probability of obtaining opti-
malsolutions p,,; = 0.7-0.9, during increasing the size of
the problem this probability substantially decreases, this
process is most rapidly observed for LBF method.

In order to identify the advantage of the probability of
finding the optimal decision, a comparison of the values
Drpr and p;prs for different values of N and d was orga-
nized, as a result, regions were obtained where one of two
methods have the advantage (see Figure 5).

Analysis of obtained results shows that for high-
density graphs d > d’ LDFS method has the advantage,
and during decreasing the density of graph (increasing
power of the restriction) LBF method gets the advantage.
In the area of small-density graphs (d < d”’) LDFS method
has a small advantage. The boundary between the areas
of primary use for the considered pair of methods can be
empirically approximated by a hyperbola N = %, where
A — some constant, from which it is possible to obtain the
following relation:

N-1

NN-1) AN yoaw-1. 6

N=A i 7

For the pair of methods under consideration A ~ 2. Us-
ing this relation, we can conclude that when M > A(N - 1)
the LDFS method has the advantage, and when M < A(N -
1) — LBF method is preferable.

In the article [28] during comparing heuristic methods
with sequential formation of the decisions it was shown
that in the selected problem the best methods are ant
colony optimization method (abbr. AC) and its modifica-
tion with combinatorial returns (ant colony with returns,
abbr. ACR) [13, 29]. Figure 6 shows results of comparison
of described above LDFS and LBF methods with described
in [28] results for AC and ACR methods by criterion of max-
imum probability of finding the optimal decision p,, ;.

An analysis of comparison results for the group of
methods under consideration allows us to conclude that
ant colony optimization method has a significant advan-
tage in comparison with the methods of limited Brute
Force. During decreasing density of graphs starting from
d<d = % modified ant colony optimization method
with combinatorial returns turns out to be more effective
than classical method of ants colony and also surpasses
the quality of decision for LBF and LDFS methods. Taking
into account the results of the computational experiments,
it can be concluded that in the problem under considera-
tion the methods based on the limited Brute Force are in-
effective and inferior to the group of methods based on the
ant colony heuristic.
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Figure 3: Dependencies of average deviation of the best decision quality from optimum (a), probability of finding decision (b) and probabil-
ity of finding optimal decision (c) for depth-first search with limited number of analyzed branches.
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Figure 4: Dependencies of average deviation of the best decision quality from optimum (a), probability of finding decision (b) and probabil-
ity of finding optimal decision (c) for depth-first search with limited height of subtrees within combinatorial search tree.
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Figure 6: Comparison of decisions quality for described above LBF
and LDFS methods with AC and ACR methods from [28] by criterion

Figure 5: Comparison of methods LBF and LDFS decisions quality by
of maximum probability of finding the optimal decision.

the criterion of the probability of obtaining a better decision.
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5 Prospects for the Future
Investigations

The current series of experiments performed within
Gerasim@Home project has several objectives and aimed
to subset of heuristic methods with limited depth-first
search techniques and sequential formation of the deci-
sion only. In addition, it would be interesting to study
the quality of solutions obtained using different iterative
methods such as group intelligence approaches [16, 17],
modifications of simulated annealing [15], random walks,
particle swarm optimization [18] and so on. Also all of
heuristic methods requires testing in different combinato-
rial optimization problems. Fine tuning of variable param-
eters of methods during meta-optimization or adaptation
is another one important problem that needs to be investi-
gated.
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