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Abstract

Objectives: A first step in studying diagnostic delays is to
select the signs, symptoms and alternative diseases that
represent missed diagnostic opportunities. Because this step
is labor intensive requiring exhaustive literature reviews, we
developed machine learning approaches to mine adminis-
trative data sources and recommend conditions for consid-
eration. We propose a methodological approach to find
diagnostic codes that exhibit known patterns of diagnostic
delays and apply this to the diseases of tuberculosis and
appendicitis.
Methods: We used the IBM MarketScan Research Data-
bases, and consider the initial symptoms of cough before
tuberculosis and abdominal pain before appendicitis. We
analyze diagnosis codes during healthcare visits before the
index diagnosis, and use k-means clustering to recommend
conditions that exhibit similar trends to the initial symptoms
provided. We evaluate the clinical plausibility of the recom-
mended conditions and the corresponding number of
possible diagnostic delays based on these diseases.
Results: For both diseases of interest, the clustering
approach suggested a large number of clinically-plausible
conditions to consider (e.g., fever, hemoptysis, and pneu-
monia before tuberculosis). The recommended conditions
had a high degree of precision in terms of clinical plausi-
bility: >70% for tuberculosis and >90% for appendicitis.
Including these additional clinically-plausible conditions

resulted in more than twice the number of possible diag-
nostic delays identified.
Conclusions: Our approach can mine administrative data-
sets to detect patterns of diagnostic delay and help in-
vestigators avoid under-identifying potential missed
diagnostic opportunities. In addition, the methods we
describe can be used to discover less-common presentations
of diseases that are frequently misdiagnosed.

Keywords: administrative data; diagnostic delay; machine
learning.

Introduction

Diagnostic errors are an important cause of avoidable harms
and increased healthcare costs [1, 2]. Yet, diagnostic errors
represent a challenging area of research that relies on a
range of methods (e.g., chart reviews or surveys) and mea-
sures (e.g., mortality, costs, or malpractice-claims) [3–5].
Delays in diagnosing a disease represent an important type
of diagnostic error [6]. To studydiagnostic delays, a growing
body of research has utilized large administrative datasets,
such as insurance claims or hospital discharge records
generated for institutional or billing purposes. Such data
have advantages for studying the diagnostic process. First,
they tend to be less costly and easier to analyze compared to
surveys or chart reviews that require additional collection
andprocessing. Second, theyoften represent heterogeneous
patient populations covering wide geographic areas. Third,
these data often contain longitudinal information spanning
multiple institutions and settings. Thus, patients who
receive fragmented care can be studied across disconnected
health systems.

Studying diagnostic delays, whether through chart
review or using administrative records, requires researchers
to define the criteria for identifying delays. Specifically, the
types of antecedent healthcare visits, defined as visits that
precede the indexdisease diagnosis (i.e. the initial diagnosis
of theunderlyingdisease) that represent amisseddiagnostic
opportunity. For example, visits where a patient presented
with fever or cough in the weeks prior to a tuberculosis
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diagnosis may be considered as antecedent conditions
signaling a potential missed diagnostic opportunity.
Numerous studies have used this approach to study
diagnostic delays with different administrative data
sources [7–24]. However, a challenge for defining ante-
cedent conditions associated with a disease of interest is
identifying which symptoms to evaluate. Including too
few symptoms may underestimate the number of missed
diagnostic opportunities. Failing to include rare symp-
tomsmay also lead to systematic biases in research design
that excludes patient populations with atypical disease
presentations. Such patients might also be the most sus-
ceptible to diagnostic delays [25].

In addition to considering symptoms, patientsmay be
mistakenly diagnosed with diseases that share similar
symptoms to the index disease (e.g., pneumonia instead
of tuberculosis) [9, 10]; such visits also represent missed
diagnostic opportunities and should be considered in the
evaluation process. Furthermore, some of the most
important missed opportunities to consider may occur
when patients present with less common symptoms of
disease. Alternatively, missed opportunities may occur
because of atypical disease manifestations. If such visits
are missed by clinicians, researchers may also fail to
consider such antecedent visits as a potential missed
opportunity. Because this selection process is intensive
(e.g., exhaustive literature reviews) andmaymiss atypical
manifestations, automated approaches may help to
identify potential missed opportunities.

The goal of this paper is to demonstrate an exploratory
machine-learning approach that can be used to aid the
process of selecting the criteria (symptoms and symptomat-
ically similar diseases) used to identify potential missed
opportunities in subsequent studydesigns.Machine learning

techniques are used inmany applications as “recommender
systems” to aid human selection; examples include online
shopping and streaming services [26]. In the diagnostic
delay context, pattern recognition techniques may detect
visits appearing to match common trends of known diag-
nostic opportunities and suggest similar antecedent condi-
tions for consideration. In this paper we present a
methodological framework for using administrative data
and unsupervised clustering approaches (i.e., machine
learning techniqueswhere patterns are uncovered fromdata
without a defined or labelled outcome) to identify sets of
diagnosis codes that may capture potential diagnostic
opportunities. We apply our approach to the diseases of
tuberculosis and appendicitis to demonstrate how ante-
cedent signs and symptoms of these diseases can be
discovered. We then evaluate the antecedent conditions
recommended in terms of their clinical plausibility.

Methods

Temporal visit trends prior to diagnosis

A common observation in studies of diagnostic opportunities is an
increasing trend of visits with symptoms of a given disease (e.g.,
chest pain before AMI) prior to the index diagnosis/visit. This
increasing trend has been found for multiple diseases including
stroke [8, 27], AMI [7, 22, 27], tuberculosis [9, 10], endemic fungal
infections [16, 18, 19], andmany others [11, 17, 20, 21]. Figure 1 depicts
an example of this trend for tuberculosis, where visits for cough and
fever increase prior to an index diagnosis. When nearing the index
date of a given disease diagnosis, one expects to observe more
healthcare encounters where patients present with signs and
symptoms of the disease. Such symptomatic visits ultimately lead to
diagnosis, and many of these encounters represent diagnostic
opportunities.
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Figure 1: Symptomatic visits for cough and fever prior to tuberculosis diagnosis. The number of patients with a healthcare visit for a given
symptom are presented each day prior to the index tuberculosis diagnosis. Similar increasing patterns of symptomatic visits have been found
across a wide range of diseases.

44 Miller et al.: Clinically-guided clustering to recommend symptoms of missed diagnostic opportunity



The goal of our methodological approach is to identify the set
of antecedent conditions suggesting a given disease is present
(i.e., diagnosis codes for symptoms or other diseases with similar
symptoms) and where encounters for such conditions may represent
diagnostic opportunities. Thus, our objective is to find conditions that
satisfy the increasing trends depicted in Figure 1. We do so in a
clinically-guided fashion where a single focal condition known to be
associatedwith the disease of interest (e.g., cough prior to tuberculosis)
is selected by an expert, then other conditions exhibiting similar trends
recommended by the clustering approach are evaluated by the expert.

Data processing and curve fitting

For this study, we utilized data from the IBM MarketScan Research
Databases from 2001 to 2015. These data represent longitudinal health
insurance claims in the United States covering inpatient and outpa-
tient settings.We identified all patients diagnosedwith the diseases of
interest below.We computed the number of healthcare visits every day
for eachof the top 500most common ICD-9-CMdiagnosis codesduring
the year before the index diagnosis. To remove unrelated observation
effects and create comparable model fits across codes we applied two
data transformations. First, we converted daily counts of healthcare
visits to relative frequencies by dividing the daily counts by the
number of patients with a healthcare visit each day prior to diagnosis.
Supplemental Figure 1 depicts how this can eliminate unrelated
conditions appearing to increase due to patient observation. Second,
we normalized the relative frequencies by subtracting the minimum
and dividing by the range for each code.

Next, we estimated the temporal trends in the daily relative fre-
quencies leading up to diagnosis using a piecewise linear regression
model, where separate linear trends are estimated before and after a
certain number of days prior to diagnosis (i.e., change-point). We
enforced a continuity requirement on the model so the fitted trend
is continuous before and after the change-point. We used the Akaike
Information Criterion to select the optimal change-point. We apply
this procedure to fit separate models for each of the top ICD-9-CM
codes. The estimated parameters of these models are used in the
clustering process. Each resulting model contains 4 parameters: a
change-point, intercept, and two slope parameters (before and after
the change-point).

Guided unsupervised clustering

Unsupervised clustering is a category of machine learning techniques
that can be used to identify natural clusters of data that share similar
characteristics and a relatively common approach is the k-means algo-
rithm. Figure 2 provides a visualization that demonstrates the theoretical
basis for how k-means clustering is applied to visit trends prior to
diagnosis.

For each of the top ICD-9-CM codes in consideration, we applied
the k-means clustering algorithm to the estimated parameters from the
fitted models. Thus, we use the clustering algorithm to find clusters
of ICD-9-CM codes that have trend parameters most similar to one
another.We use the kmeans function as part of the stats package in the
R programming language, with the default Hartigan and Wong algo-
rithm [28].We set an initial number of randomcluster centers of 50 and
amaximumnumber of iterations of 100. After identifying clusters for a
given value k, we isolate the cluster containing the focal symptom of

each disease, described below. Finally, we use both expert review and
prior literature to determine which codes in the focal cluster are
clinically plausible signs the disease may be present.

In order to provide a reproducible example, we have developed
scripts for the R programming language that can be used to replicate
all of the general approaches described in this analysis. This code can
be found at https://github.com/aarmiller/diagnosis_cluster, along
with synthetic data to demonstrate each stage of this analysis.

Example applications

To demonstrate the feasibility of our clustering approach, we selected
two diseases with differing characteristics in trends of diagnostic
opportunities – one where diagnostic delays occur over multiple
weeks (tuberculosis) and the other where delays last multiple days
(appendicitis). For each disease, we select a single well-known and
common symptom to initiate the search process and select the focal
cluster. We validated each case study populations by requiring one
inpatient or >2 outpatient diagnoses to identify the index diagnosis.

Tuberculosis: Tuberculosis is a highly infectious communicable
disease that is a major cause of morbidity and mortality, and is
associated with over 1.4 million annual deaths worldwide [29]. Missed
opportunities to diagnose tuberculosis are relatively common, often
lasting up to a few months [9, 10, 30, 31], and have important public
health implications [32]. Supplemental Table 1 provides the list of
ICD-codes used to identify index cases of tuberculosis. The primary
symptom associated with pulmonary tuberculosis selected as our focal
condition is cough, ICD-9-CM code 786.2. Because the number of index
cases of tuberculosis were relatively low and the delay duration can last
multiple months, we aggregated daily counts of each ICD-9 code at a
weekly level. We consider potential missed opportunities based on
antecedent conditions within 90 days prior to the index diagnosis.

Appendicitis: Acute appendicitis is an inflammation of the
appendix and one of the most common causes of emergency
abdominal surgery [33, 34]. Most diagnostic delays occur within days,
or at most a few weeks, of the index diagnosis [23, 35]. Delays in the
diagnosis and treatment of appendicitis can be costly, potentially
leading to perforated appendicitis [36, 37]. The primary symptom
associatedwith appendicitis is abdominal pain, for which we used the
ICD-9-CM code 789.00 (abdominal pain, unspecified site) as the focal
condition. We consider potential missed opportunities based on
antecedent conditions within 21 days prior to the index diagnosis.

Performance evaluation

Toevaluateour approach,wecomparedifferent values for k from2 to 25.
For each of the resulting focal clusters we describe [1]: the size of the
cluster [2]; the number of conditions that were clinically plausible, and
[3]; the clinically-plausibleprecision, definedas thepercentof conditions
in a given cluster considered to be clinically plausible for diagnostic
opportunities. Conditions were labelled as clinically plausible if they
were either [1] a known sign or symptom of the disease or [2] a disease
with similar symptoms (e.g., pneumonia instead of TB). To evaluate the
stability of clusters for different values of k, we repeated our clustering
approach 10,000 times for each k and report the 0.05 to 0.95 quantiles
of resulting cluster measures. In addition, we compute the number of
potential missed opportunities that may be captured using the cluster-
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based list of antecedent-conditions vs. the single focal symptom sug-
gested by expert review (note, we refer to these as “potential” since the
presence of symptoms during visits prior to diagnosis does not neces-
sarily imply a missed opportunity).

Results

Example 1: Tuberculosis

We identified 19,423 patients with an index diagnosis of
tuberculosis between 2001 and 2015. In total, these patients
had 325,039 healthcare visit dates in the year prior to the
index tuberculosis diagnosis. Figure 3 depicts the raw
counts and relative frequency of visits for the focal symptom

of cough prior to the index diagnosis. Figure 3 also depicts
the fitted curve using the piecewise linear model, for which
the objective of the clustering approach was to identify
antecedent conditions with similar model parameters.

When applying the clustering approach, it is necessary
to select a number of clusters k from which to obtain
recommendations from the focal cluster. Supplemental
Figure 2 provides a summary of results in terms of the
overall size, number of clinically-plausible conditions,
and clinically-plausible precision of the resulting focal
clusters, across different values of k and clustering trials.
We selected k=11 as a type of kink-point in the tradeoff
between cluster size and clinically-plausible precision. For
k=11, the level of clinically-plausible precision achieves a
near maximum at 70.8%, suggesting a potential reviewer

(A)

(B)

Figure 2: Visual depiction of the theoretical reasoning behind the clustering algorithm. Figure A depicts the empirical pattern of healthcare
visits for related symptomsbefore the indexdisease diagnosis (data pictured correspond to tuberculosis). There is an increase in symptomatic
healthcare visits before diagnosis. The trend is estimatedwith two curves: Thefirst segment (flatter) captures the periodwhere clinical disease
is unlikely to be present, the second segment (steeper) captures symptoms of clinical disease and potential missed opportunities. Figure B
depicts how the k-means clustering algorithm is applied to the trends for each potential antecedent condition (note, this is an oversimplified
depiction where only the two slope parameters are used to identify k=3 clusters). The central plot depicts examples of clusters of conditions
identified based on the slope parameters. The plots on either side of the clustering graph depict examples of trends thatmight fit the patterns
of conditions shown in the corresponding cluster colors. The cluster containing the focal condition, such as cough (highlighted in red) has a
slope near zero in the first period, and a large positive slope in the period right before diagnosis. The other two clusters contain slopes that are
near zero in both periods (blue) or have a lesser slope in the second period (green) compared to those in the focal cluster.
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would have few unrelated conditions to exclude. This focal
cluster also results in a reasonably large number of
clinically-plausible conditions (on average 34.1 condi-
tions) recommended to a reviewer.

In total 88 conditions were identified as being clini-
cally plausible across all clustering trials. The top 25 most
frequently identified conditions are outlined in Table 1.
This table also provides the frequency of each condition
appearing in the focal cluster for k=11. As seen in Table 1,
many of the commonly associated antecedent conditions,
such as fever, hemoptysis, pneumonia or other pulmo-
nary symptoms (pneumothorax, lung abscess, mass or
neoplasm), were consistently identified across most focal
clusters. Each of these top 25 conditions was selected in
every focal cluster for k=11. Figure 4 depicts visit count
trends for 9 of the top 25 antecedent conditions in the focal
cluster.

To evaluate the potential effectiveness of our approach
for suggesting criteria to identify potential diagnostic
delays, we evaluated the number of visits and patients that
wouldbe capturedbydifferent sets of antecedent conditions
within 90 days of the index diagnosis. Supplemental
Figure 4 depicts the range in potential missed opportunities
and patients identified using the sets of clinically plausible
antecedent conditions recommended by each trial. The
number of potential missed opportunities using the focal
symptom of “cough” was 4,382 healthcare visits from 2,842
patients. Expanding to the set of conditions identified in the
kink-point cluster (k=11) resulted in 31,162 visits from 9,078
patients representing a potential missed opportunity. Using
the entire set of 88 plausible antecedent conditions recov-
ered from our cluster-based approach resulted in 49,063
visits from 11,386 patients representing a potential missed
opportunity. Thus, the prevalence of potential diagnostic

delays identified ranged from 14.6% of patients, using
cough alone, to 58.6% using all clinically plausible condi-
tions suggested by the clustering algorithm.

Example 2: Appendicitis

We identified 572,836 patients with an index diagnosis of
appendicitis between 2001 and 2015 that had over 4.5million
healthcare visit days in the year prior to the index diagnosis.
Figure 5 depicts the raw count, relative frequency and fitted
curves of visits for the focal symptom of “unspecified
abdominal pain” prior to the index appendicitis diagnosis.

Supplemental Figure 5 depicts the results of our cluster
analysis across different values of k and clustering trials. For
values k≥4 there was a consistently high level of clinically-
plausible precision >90%. We selected the value k=4 as the
kink-point in the tradeoff between clinically-plausible pre-
cision (92.6%) and cluster size (54 total conditions and 50
that were clinically plausible).

A total of 63 clinically plausible conditions were iden-
tifiedacross trials; Table 2 presents the top 25 conditions. The
clustering approach identified many diagnoses known to be
associatedwith symptomsof appendicitis, including specific
sites for abdominal pain, vomiting, fever, nausea, leukocy-
tosis, intestinal infection, or symptomatically-similar dis-
eases such as gastritis, and pancreatitis. All of the top 43
clinically plausible conditions appeared in every focal clus-
ter for k=4. Figure 6 depicts visit count trends for 9 of the
antecedent conditions selected from the 43 conditions in the
focal cluster.

We computed the number of potential missed op-
portunities within 21 days prior to the index appendicitis
diagnosis using different sets of antecedent conditions.
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Figure 3: Visits for focal condition of cough prior to tuberculosis. The left figure depicts the raw counts. The right figure depicts counts
converted to relative visit frequency alongwith the linear change-pointmodel used to fit the trend and derive parameter estimates used for the
cluster analysis.
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Supplemental Figure 7 depicts the resulting number of po-
tential missed opportunities and patients identified using
the antecedent conditions for different values of k. The focal
symptom of unspecified abdominal pain identified 49,371
potential missed opportunities from 41,596 patients.
Expanding to the additional set of 50 antecedent conditions
identified in the cluster k=4 resulted in 137,003 visits from
98,111 patients representing a potential missed opportunity.
Using the entire set of plausible antecedent conditions
recovered from our cluster-based approach resulted in
142,359 visits from 101,013 patients representing a potential
missed opportunity. Thus, the potential prevalence of
identified diagnostic delays among our study population
ranged from 7.3% of patients, using abdominal pain alone,
to 17.6%, using all clinically plausible conditions suggested
by the clustering algorithm.

Discussion

In this study we proposed a machine learning approach to
recommend symptoms or antecedent health conditions that
may indicate potential missed diagnostic opportunities.
Starting with a single well-described symptom (e.g., cough
for tuberculosis)weusedunsupervisedk-means clustering to
identify other conditions that exhibited similar visit patterns
prior to the actual diagnosis. Our findings demonstrated that
a large number of symptoms and conditions could be iden-
tified with a high degree of precision in terms of clinical
plausibility. Moreover, inclusion of these additional condi-
tions resulted in more than twice the number of potential
diagnostic opportunities and patients being identified with
a potential diagnostic delay compared to using a single
common symptom.

Table : Top  clinically-plausible antecedent conditions for tuberculosis recommended by the “cough” focal cluster.

ICD--CM
code

Percent of all focal
clusters that

contained code

Percent of focal
clusters for k= that

contained code

Description

.   Cough
.   Fever and other physiologic disturbances of

temperature regulation
.   Hemoptysis, unspecified
. .  Bacterial pneumonia, unspecified
. .  Unspecified disease of pericardium
. .  Swelling, mass, or lump in head and neck
. .  Enlargement of lymph nodes
. .  Lung field
. .  Other respiratory abnormalities
 .  Pneumonia, organism unspecified
. .  Hemoptysis
. .  Solitary pulmonary nodule
. .  Acute respiratory failure
. .  Other nonspecific abnormal finding of lung field
. .  Other pulmonary insufficiency, not elsewhere classified
. .  Neoplasm of uncertain behavior of trachea, bronchus,

and lung
. .  Unspecified pleural effusion
. .  Pneumonia due to other specified bacteria
. .  Neoplasm of unspecified nature of respiratory system
. .  Fever, unspecified
. .  Other pneumothorax and air leak
. .  Other diseases of lung, not elsewhere classified
. .  Swelling, mass, or lump in chest
 .  Bronchopneumonia, organism unspecified
. .  Abscess of lung

Conditions are ordered by the percent of focal clusters containing the antecedent condition appeared, across , trials and values of k from
 through  (for a total of , different clusters). See Supplemental Table  for the  remaining conditions that were identified as
clinically plausible.
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Mining administrative data sources is a promising
approach to study the diagnostic process, but methods
for many of these approaches are still in the early stages
of development [38]. The size of these datasets may offer
the potential to make discoveries in the diagnostic
process that inform the study of diagnostic errors. One
particular issue that arises in the study of diagnostic
errors is the need to use clinical expertise to define the
criteria for healthcare visits that represent potential
missed opportunities to diagnose a disease. We demon-
strated a relatively simple machine-learning approach that

can scan hundreds or thousands of diagnostic codes to
identify those with similar patterns to known symptoms
of disease. We show our approach can effectively recover
a large set of clinically plausible conditions that could be
used to detect diagnostic delays. Indeed, we found that the
additional conditions recommended by our clustering-based
approach significantly increased the potential number of
diagnostic opportunities identified, compared to a single
symptom. While such criteria must ultimately be refined
based on clinical expertise, this exploratory process may
significantly aid in the study of diagnostic delays. Our
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Figure 4: Examples of trends in top antecedent conditions selected in the “cough” focal cluster prior to tuberculosis. The black dots depict
7-day average counts of visits with the given diagnosis relative to visit frequency. The linear piecewise model used to fit the trend and derive
parameter estimates for the cluster analysis is depicted by the red line (see Supplemental Figure 3 for the remaining top 25 conditions).
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Figure 5: Visits for focal condition of unspecified abdominal pain prior to appendicitis. The left figure depicts the raw counts. The right figure
depicts counts relative to visit frequency along with the linear change-point model fit to the data. Note: Counts are only depicted over the
180 days prior to diagnosis to better illustrate the trend. The fitted curves rely on all 365 days prior to diagnosis.

Table : Top  clinically-plausible antecedent conditions for appendicitis recommended by the “unspecified abdominal pain” focal cluster.

ICD--CM code Percent of all
focal clusters that

contained code

Percent of focal
clusters for k= that

contained code

Description

.   Abdominal pain, unspecified site
.   Abdominal pain, periumbilic
.   Abdominal pain, generalized
. .  Vomiting alone
. .  Abdominal pain, right lower quadrant
. .  Leukocytosis, unspecified
. .  Unspecified gastritis and gastroduodenitis, without mention of

hemorrhage
. .  Abdominal pain, epigastric
. .  Acute pancreatitis
. .  Cyst of kidney, acquired
. .  Other specified complications of pregnancy, antepartum condition

or complication
. .  Other current conditions classifiable elsewhere of mother,

antepartum
condition or complication

V. .  Laboratory examination
. .  Other nonspecific abnormal findings
. .  Abdominal pain, other specified site
. .  Other and unspecified noninfectious gastroenteritis and colitis
. .  Fever, unspecified
. .  Acute gastritis, without mention of hemorrhage
. .  Nausea with vomiting
. .  Nausea alone
. .  Dehydration
 .  Intestinal infection due to other organism, not elsewhere classified
. .  Abdominal pain, right upper quadrant
. .  Constipation, unspecified
. .  Fever and other physiologic disturbances of temperature regulation

Conditions are ordered by the percent of focal clusters containing the antecedent condition, across , trials and values of k from  through
 (for a total of , different clusters). See Supplemental Table  for the remaining  conditions that were deemed clinically plausible.
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approach may also be applied to study designs involving
non-administrative data sources; for example, by first iden-
tifying the set of conditions to search for during a retro-
spective chart review.

In addition to recommendingantecedent conditions that
might indicate diagnostic opportunities, similar techniques
may also be integrated into other aspects of the diagnostic
process, such as the development of diagnostic training
exercises, clinical decision support systems, or trigger rules
designed to flag potential diagnostic errors. Our approach
could also be used to increase the current understanding of

the natural history of diseases, by describing the frequency
and temporal ordering of different symptoms prior to diag-
nosis. For example, this approach could be applied to
discover which conditions appear weeks before a diagnosis
vs. days before.

We demonstrated a simple k-means application using
only limited clinical feedback (i.e., to select the focal cluster
and evaluate clinical plausibility of recommended condi-
tions). However, there are numerous ways to extend our
methodology and more thoroughly integrate clinical
expertise. For example, other types of event codes can be

Urinary tract infection, site not specified Diarrhea Dysuria

Nausea with vomiting Dehydration Constipation, unspecified

Leukocytosis, unspecified Unspecified noninfectious gastroenteritis Fever, unspecified
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Figure 6: Examples of selected trends in antecedent conditions contained in the “abdominal pain” focal cluster prior to appendicitis.
The black dots depict 7-day average counts of visits with the given diagnosis relative to visit frequency. The linear piecewise model used to fit
the trend and derive parameter estimates for the cluster analysis is depicted by the red line (see Supplemental Figure 6 for the remaining top
25 conditions).

Miller et al.: Clinically-guided clustering to recommend symptoms of missed diagnostic opportunity 51



considered (e.g., procedure, medication), different curve
fitting and change-point techniques can be applied, other
information can be integrated into the feature space,
and different clustering algorithms can be used (e.g.,
semi-supervised approaches). In addition, greater clinical
feedback may be integrated into the analysis process.
Recommendations can be made beyond a single focal
cluster using multiple initial conditions suggested by
experts. Sequential and iterative approachesmay be used to
expand, grow, or combine clusters with the feedback of
expert reviewers, and unrelated data points or clusters may
be excluded. Clusters might also be labeled by clinical re-
viewers as representingother aspects of disease, suchas risk
factors or triggering events (e.g., alcohol use or infection
prior to stroke). Each of these represent possible future ex-
tensions of this approach.

There are anumber of limitations to considerwhenusing
our approach and administrative data to study diagnostic
delays. First, administrative data are generated for billing
purposes; patterns that emerge may be the biproduct of
the administrative data generating process and may omit
information in the clinical record. Clinical expertise is critical
for evaluation, and results should generally be regarded as
exploratory or hypothesis generating. Second, different
approaches may yield dramatically different results
depending on the model fitting and clustering approaches
used. Third, as with any machine-learning based recom-
mendation system, computational resource costs may need
to be considered andmore advanced techniquesmay require
additional computing resources. Fourth, these methods,
especially the curve fitting approaches, require a sufficiently
large number of observations. Smaller datasets may lack
sufficient observations to obtain stable results across gran-
ular codes, and aggregation (e.g., using Clinical Classifica-
tion Software codes) may need to be applied to identify
related code sets. Finally, we used data from the United
States and our results may not generalize to other locations.

Cluster-based approaches, coupled with large adminis-
trative data sources, may help discover patterns in the diag-
nostic process. The approachwe presented provides an easy-
to-implement recommender system that can allow future
investigators to mine large databases for potential signals of
disease andbetter study thediagnostic process. There remain
a wide range of extensions to the proposed methodological
framework. Future investigations should explore how this
framework and other machine-learning based approaches
may aid the discovery process for studying diagnostic delays.
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