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Abstract: In this article, we introduce and study the notion of split generalized equilibrium problem with
multiple output sets (SGEPMOS). We propose a new iterative method that employs viscosity approximation
technique for approximating the common solution of the SGEPMOS and common fixed point problem for an
infinite family of multivalued demicontractive mappings in real Hilbert spaces. Under mild conditions, we
prove a strong convergence theorem for the proposed method. Our method uses self-adaptive step size that
does not require prior knowledge of the operator norm. The results presented in this article unify, comple-
ment, and extend several existing recent results in the literature.
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1 Introduction

Let C and Q be nonempty, closed, and convex subsets of Hilbert spaces H; and H,, respectively. Let A : H; — H,
be a bounded linear operator, with its adjoint A" : H, — H;. The split feasibility problem (SFP) introduced and
studied by Censor and Elfving [1] for modelling inverse problems is to find an element

x* € C such that Ax* € Q. @

The SFP has been found useful in the study of several problems such as phase retrievals, signal processing,
medical image reconstruction, and radiation therapy treatment planning (see, for instance, [2-5] and the
references contained therein). Several optimization problems such as split variational inequality problem
(SVI4P), split variational inclusion problem, split equilibrium problem (SEP), split common fixed point pro-
blem are all generalizations of the SFP (see, e.g., [6-13] and the references therein).

In 2013, Kazmi and Rizvi [14] introduced and studied the split generalized equilibrium problem (SGEP) in
real Hilbert spaces, which is formulated as finding an element x* € C such that

FEXx5x)+ ¢,(x",x)=20 VxeC 2

and
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y* = Ax" € Q solves K(y",y) + ¢,(y",¥y) 20 Vy€Q, 3

where F, ¢, : Cx C—~ R and F,, ¢, : Q x Q@ ~ R are nonlinear bifunctions and A : H; — H, is a bounded
linear operator. We denote the set of solutions of the SGEP (2)-(3) by

SGEP(Fy, ¢,, Fz, ¢,) = {x" € C: x* € GEP(F, ¢,) and Ax* € GEP(Fy, ¢,)},

IfF, = 0 and ¢, = 0, the SGEP reduces to the generalized equilibrium problem (GEP) studied by Cianciruso
et al. [15] which is defined as finding an element x* € C such that

F(x*,x)+ ¢(x,x) =20 Vx€C, 4

where F: Cx C—~ R and ¢ : Q x Q —» R are two bifunctions. We denote by GEP(F, ¢) the solution set of the
GEP (4). The GEP includes as particular cases, minimization problems, fixed point problems (FPPs), Nash
equilibrium problems in noncooperative games, mixed equilibrium problems, variational inequality problems
(VIPs) to mention but few, see, e.g., [16-25]. When ¢ = 0 in equation (4), the GEP reduces to the classical
equilibrium problem (EP) as described by Blum and Oettli [26].

Observe also from equations (2) and (3) that when ¢,, ¢, = 0, the SGEP reduces to SEP as stated by Suantai
et al. [27], which is defined as finding an element x* € C such that

F(x*x)z0 VxecC
such that
y* = Ax* solves F,(y*,y) 20 Vye€Q.

We denote by SEP(Fy, F;), the solution set of the SEP.

Recently, Reich and Tuyen [28] introduced the following generalized split common null point problem
(GSCNPP): for i = 1, 2,..., N, let H; be real Hilbert spaces and let B; : H; — 2% be maximal monotone operators
on Hj, respectively. Furthermore, let A4; : H; — H;.q be bounded linear operators fori = 1, 2,..., N - 1, such that
A; # 0. The GSCNPP is defined as find an element x* € H; such that

0e Bl(X*), 0e Bz(Alx*),..., 0e BN(AN—l(AN—Z) ...,Al(X*))). (5)

Very recently, Reich and Tuyen [29] introduced and studied the split common null point problem with
multiple output sets (SCNPPMOS) in real Hilbert spaces as follows: let H, Hj,..., Hy be real Hilbert spaces and
let A; : H~ H;, i=1,2,..N be bounded linear operators. Let B: H — 2/ and B; : H; —» 2fi, i =1,2,.., N be
maximal monotone operators, the SCNPPMOS is to find an element x* such that

X" € BY0) N [F)A[l(Bi‘l(O)) £ 0. 6)
i=1

Reich and Tuyen [29] proposed two algorithms for approximating the solutions of the SCNPPMOS. Moreover,
the authors established the relationship between equations (5) and (6).

In this study, we introduce and study the notion of split generalized equilibrium problem with multiple
output sets. Let C be a nonempty closed convex subset of a real Hilbert space H. Fori =1,2,..., N, let C; be
nonempty closed convex subset of Hilbert spaces H; and let A; : H — H; be bounded linear operators. Let
F,¢:CxC—-R,E ¢;:C x G~ R bebifunctions. The SGEPMOS is formulated as finding a point x* € C such
that

N
X* € GEP(F, ¢) N |NA(GEP(F, ¢,))| * @. @)
i=1
We denote by Q the solution set of the SGEPMOS (7).
Remark 1.1. The major motivation for extending the study of SGEP (2)-(3) to SGEPMOS (7) lies in its potential
application to mathematical models whose constraints can be expressed as equation (7). This arises in real-life

problems such as signal processing, network resource allocation, and image recovery (see, e.g., [30, 31] and the
references therein).
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In this article, we also consider FPP for nonlinear mappings. The FPP finds application in so many real life
problems such as optimization problems as well as in proving the existence of solutions of many physical
problems arising in differential and integral equations (see, e.g., [32,33]). We denote by Fix(S) the fixed points
set of S, i.e,, Fix(S) = {x* € C: x* = Sx*}, where S : C - C is a nonlinear mapping.

If S is a multivalued mapping, i.e., S : C — 2, then x* € C is called a fixed point of S if

x* € Sx*. ®

The fixed point theory for multivalued mappings can be utilized in various areas such as game theory, control
theory, and mathematical economics.

In this article, we consider the problem of approximating a common solution of the SGEPMOS (7) and
common FPP for an infinite family of multivalued demicontractive mappings. That is, find x* such that

+00 N
x* € NFix(S)) N GEP(F, ) N |NA(GEP(E, ¢,))|, (€)]
j=1 i=1

where S;: H - CB(H), j=1,2,..,1s aninfinite family of multivalued demicontractive mappings. We denote

by T the solution set of problem (9).

Motivated and inspired by some studies [28,29,34-36], and the ongoing research in this direction, we
introduce and study the notion of SGEPMOS. We propose a self-adaptive iterative method for approximating
a common solution of the SGEPMOS (7) and common FPP for an infinite family of multivalued demicontractive
mappings in real Hilbert spaces. The current study is more general as it includes several other optimization
problems as special cases. In simple and clear terms, the proposed method of this article has the following
features:

(1) The current literature extends the works of [35,36] from SGEP to the problem of SGEPMOS in Hilbert
spaces.

(2) Our method uses simple self-adaptive step size that is generated at each iteration by some simple compu-
tation. Thus, the implementation of our method does not depend on the prior knowledge of the norm of the
bounded linear operators. This feature is important as algorithms whose implementation depends on the
operator norm require the computation of the norm of the bounded linear operator, which in general is
very difficult to accomplish.

(3) The sequence generated by our proposed method converges strongly to the solution of the problem (9) in
real Hilbert spaces. Moreover, we prove strong convergence theorem for the proposed method without
following the conventional “Two Cases Approach” widely employed in several articles to guarantee strong
convergence.

The rest of this article is organized as follows: in Section 2, we shall recall some useful definitions and
lemmas that are needed in the proof of our main results; in Section 3, we present our proposed algorithm and
highlight some of its features, while in Section 4, we analyze the convergence of the proposed method. The
application of the proposed method is presented in Section 5. Moreover, some examples and numerical
experiments to show the efficiency and implementation of our method are also presented in Section 6. We
then conclude with some final remarks in Section 7.

2 Preliminaries

We state some known and useful results that will be needed in the proof of our main theorem. In the sequel,
we denote strong and weak convergence by “>” and “~,” respectively.
A subset D of H is called proximal if for each x € H, there exists y € D such that

[lx = y|| = dist(x, D),

where dist(x, D) = inf{||x - y|| : y € D} is the distance from a point x to D.
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Let H be a real Hilbert space. We denote by CB(H), CC(H ), and P(H) the collections of all nonempty closed
bounded subsets of H, nonempty closed convex subset of H, and nonempty proximal bounded subsets of H,
respectively. The Hausdorff metric { on CB(H) is defined as follows:

H (D, D) = maxjsup dist(x, D,), sup dist(y, D;); VDy, D; € CB(H).
XED; YED;

Let S : H - 2H be a multivalued mapping. We say that S satisfies the endpoint condition if Sp = {p} for all
p € Fix(S), where Fix(S) is the fix point of a multivalued mapping S. For multivalued mappings S; : H -
2H(i e N) with N{SFix(S;) = @, we say S; satisfies the common endpoint condition if Si(p) = {p} for all
i €N, p € N{5Fix(S;), where Fix(S;) is the fixed point of a multivalued mappings S;.
Recall that a multivalued mapping S : H — 2H is called
(i) L-Lipschitzian if there exists L > 0 such that

H(Sx,Sy) < L||x -y|| VYx,y € H.

If L € (0,1), then S is called a contraction, while S is called nonexpansive if L = 1.
(i) quasi-nonexpansive if Fix(S) # & and

H(Sx,Sp) < ||x - pll, Vx € H,p € Fix(S),
(iii) demicontractive as defined by Isiogugu and Osilike [37] if Fix(S) # @ and
HSx, Sp) < ||x - p|P + kdist¥(x,Sx) Vx € H,p € Fix(§), and ke€][0,1).

Remark 2.1. Clearly, every multivalued quasi-nonexpansive mapping is a multivalued demicontractive map-
ping. However, the following counter example demonstrates that the converse is not always true.

Example 2.2. [38] Let H = R (endowed with the usual metric) and T : R — 2R be defined as follows:

2a +1

-(a+1x, - X[, x€[0,+wm)

Tx =
_2a+1

2

x, —(a+1Dx|, x€(-+x,0) Va>0.

Then, T is a demicontractive mapping but not quasi-nonexpansive.

Example 2.3. [39] Let R denote the set of real number with the usual norm and T: R — R be a function
defined as follows:

X, if (-, 0);

e )

Observe that F(T) = (-, 0]. Then, T is %-demicontractive but not quasi-nonexpansive.

Definition 2.4. Let H be a real Hilbert space and T : H » CB(H) be a multivalued mapping. Then, the mapping
I - T is said to be demiclosed at the origin if for any sequence {x,} C H with x, — x*, and dist(x,, T(x,)) — 0,
we have x* € Tx*, where I is identity mapping on H.

The following lemmas are useful in establishing our main result.

Lemma 2.5. In a real Hilbert space H, the following inequalities hold for all x,y € H,a € R:
@ 2,y = [IXIF + |WIP =[x = yIF = lx = yIP = [IxIP = [yl

@ [lx + ylf < [Ix|P + 2y, x +y);

@) flax + 1 - aylf = allx|? + 1 - o)yl - ad - o)llx - yIP.
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Lemma 2.6. [40,41] Let H be a Hilbert space. Let x,y,z € H and a, ,y € [0,1) such that a + B + y = 1. Then,
we have

llax + By + yzI = allx| + Byl + ylizIP ~ aBlix = yIP - aylix - z|f = Bylly - P

Lemma 2.7. [42,43] Let H be a real Hilbert space and {x;}i»1 be bounded sequences in H. For a; € (0, 1) such that
Yi5a; = 1, the following identity holds:

+00 2 +00
Yaxi|| = allxiP - Y agx - x|k
i=1 i=1

1<i<j<+oo

Lemma 2.8. [44] Let {a,} be a sequence of nonnegative real numbers, {a,} be a sequence in (0,1) with the
condition: ¥y, = +o, and {d,} be a sequence of real numbers. Assume that

ap+1 < (1 - apa, + ayd,, Vnz0.
if limsupy_,,,,dn, < 0 for every subsequence {a,,} of {a,} satisfying the following condition:
liminf(ank+1 - ank) >0,
k—+o0

then lim,_+»a, = 0.

For solving the SGEP, we assume that the bifunctions F: C x C ~ R and ¢ : C x C — R satisfy the fol-
lowing assumption:

Assumption 2.9. Let C be a nonempty closed convex subset of a Hilbert space H. Let F:C x C - R and
¢ : C x C— R be two bifunctions satisfying the following conditions:

(B1) F(x,x) 20 for all x € C;
(B2) F is monotone, i.e, F(x,y) + F(y,x) <0 Vx,y € (;
(B3) F is upper hemicontinuous, i.e., for each x,y,z € C,

limsupF(tz + (1 - t)x,y) < F(x,y);

t—+o0

(B4) For each x € C fixed, the function y ~ F(x,y) is convex and lower semicontinuous;
(B5) ¢(x,x) =0 for all x € C;

(B6) For each y € C fixed, the function x - ¢(x, y) is upper semicontinuous;

(B7) For each x € C fixed, the function y — ¢(x, y) is convex and lower semicontinuous.

Assume that for fixed r > 0 and z € C, there exists a nonempty, compact, convex subset K of H and x € C N K
such that

F(y,x) + ¢o(y,x) + %(y -x,x-2)<0, VyE€C\K.

Lemma 2.10. [45,46] Let C be a nonempty, closed, and convex subset of a real Hilbert space H. Let F : C x C » R
and ¢ : C x C — R be bifunctions satisfying the Assumptions B1-B7 and ¢ is monotone. For r > 0 and for all

x € H, define a mapping T"% : H - C as follows:

1
TEx = ix* € C: F(x",y) + p(x", y) + SO =X -x) 20 Yy ECh

Then, the following conclusions hold:
() T is single-valued,
(i) TE? is firmly nonexpansive, ie., for any x,y € H,
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ITEOx - TEMY|E < (TEOx - TEDy, x - y); )

(i) Fix(TH?) = GEP(F, ¢);
(iv) GEP(F, ¢) is compact and convex.

Lemma 2.11. [47,48] Let H be a real Hilbert space. A mapping T : H — H s firmly nonexpansive if and only if its
complement I — T is firmly nonexpansive.

3 Main results

In this section, we present a modified viscosity-type algorithm for approximating a common element of the set
of solution of the SGEPMOS and the common FEP for an infinite family of multivalued demicontractive
mappings in real Hilbert spaces.

Let C be a nonempty, closed, convex subset of a real Hilbert space H. Fori = 1, 2,..., N, let ; be nonempty,
closed, convex subset of Hilbert spaces H; and let A; : H — H; be bounded linear operators. Let F, ¢ : C x C -
R, E, ¢; : C; x C; ~ R be bifunctions satisfying assumptions (B1)-(B7) in Assumption 2.9 and for each j € N, let
S; : H —~ CB(H) be a family of multivalued demicontractive mappings with constant k; € (0, 1) such that I - §;
is demiclosed at zero and S;(p) = {p} for each j €N, p € M;Z Fix(S;). Suppose the solution set is denoted by

+00 N
T = NFix(S)) N GEP(F, ¢) N |NA(GEP(E, ¢,))| * @. a1
j=1 i=1

Let g : H — H be a p-contraction with constant p € (0, 1). Let {ay}, {6n}, {11}, {yn,l-}, J € N, be sequences in (0, 1),
and {d)n’i} is a sequence of positive real numbers for each i = 0,1, 2,..., N and n = 0. Let {x,} be a sequence
generated as follows:

Algorithm 3.1.

Step 0: For any xo € H, let Hy = H, T = I is the identity operator in Hilbert space H,F, = F.¢, = ¢, and set
n=0.

Step 1: Compute

N
* A Fi, i
Vn = Y Byl = Tondi (I = T *)ArK]. (12)
i=0
Step 2: Compute
+00
Y = YaVn *+ DY s (13)
j=1
where z] € Sy, j=1,2,....
Step 3: Compute
Xn+1 = n(Xn) + SnXp + 1LY, N EN. 4
Update
I - 1) AP
Tin = OinT—, H (E,0,) 2 15)
1A % = T "™ )Aixal|” + ¢

Setn=n+1and go to Step 1.

The following assumptions are needed in order to establish the strong convergence result for Algorithm 3.1:
(A1) limy—+a@, = 0 and Yoo, = +o0, and a, + &, + i, = 1, u, C [a, b] C (0,1);

(A2) Z}:},yn’j =1, liminfy -, ;(4y, 0 = k) > 0 for each j = 1,2,..., where k = sup;,,{kj} < 1;
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(A?)) {Bi,n} - [C: d] c (0’ 1) SUCh that Zf\ioﬁi,n = 1’ {ei,n} c [e)f] c (0) 2);
(A4) rr>0foreachi=1,2,..,N, maxi=o,1’.__YN{supn{(/)i,n}} =K < +0o,

We now highlight some of the features of our proposed method.

Remark 3.2.

 Observe that Algorithm 3.1 can be viewed as a modified viscosity approximation method involving adaptive
step size for approximating the solution of a more general problem, SGEPMOS in real Hilbert spaces, in
contrast to Jolaoso et al. and Phuengrattana and Klanarong [35, 36] who considered SGEP.

* The step size {7 ,} given by equation (15) is generated at each iteration by some simple computation. Thus,
Algorithm 3.1 is easily implemented without prior knowledge of the operators norm.

4 Convergence analysis

We first establish the following lemmas needed for proving our strong convergence theorem for the proposed
algorithm.

Lemma 4.1. The sequence {x,} generated by Algorithm 3.1 is bounded.

Proof. Let p € T, we obtain A4;p = Trfﬂ & )Ai p, for eachi = 0, 1,..., N. Thus, by the convexity of the function ||-|[,
we obtain
N 2
I = DI = || 2 BinCin = Tind @ = T *)Aixe) -
o (16)
< 3 Bl = el 0 = T A0, - pP.

0

(E

Applying the firmly nonexpansiveness of I - ? for each i = 0,1,.., N, we obtain

X = T P = T ") A, = plP
= [Py = PIR + TllATTH = T AR = 22(A7 % = TS ) Ak, X0 - P)
= [Ix0 = pIP + ThallA; (1H - T@’"’f YAl = 20(I% = Ti"*)A, Aixy = Aip)
= | = pIR = 26U = T A, — (T8 = T Ap, Aixy - Aip) + Tl T8 = T A 2 an
< |xa = PIP = 2zlI(T% - ”’)A Xl + TalllAT TP = TEAxIE + ¢,
I8 - T A0
147 8 = TS AR + ¢,

= %o = pIP* - Oin(2 — 0;)

which follows from equations (16) and (17) that

: F,¢;
(75 = T A
T H F.$; :
147 @ - TPV AP + 6y,

N
Ve = DI < (X0 = PIF = 2 B nin(2 = 6i0) (18)
i=0

Now, from Algorithm 3.1, Lemma 2.7, and the fact that S; is demicontractive for each j € N, we have that
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2

Iy, - pIF =

+00
YaoVn * 2 VujZl = P
j1

2

Vn,o(Vn - p) + ZVn,;(Zﬁ - p)

Jj=1

+00 +00
= YoollVa = DIP + 2 0l12] = PIP = 2y obhllve = 2411
j=1 j=1

< Yollve = PIP + 23, HAS VR SP) = 2 Yy ohaj 1V = 2411
j=1 j=1

+00 +00
< Ypollvn = PIE + Xy Lllvn = PIR + K dlist (v, )21 = X 3y b llv — 24P
j=1 j=1

+00 +00
< pollve = PIE + 2y Allve = PIP + Kllvi = 24IP] = 3y o 11V — 221
j=1 j=1

=[jva = pIF - ZVn,j(Vn,o = K)|[vn - Zr{HZ-
j=1
It follows from equation (18) that

F,¢;
I = T A
* f F, i ’
147 T - TV AR + ¢,

+00 N
1y, = PIP < 1% = PIP = 2 %jOho = BNV = ZJIP = X B 16in(2 = 6in)
j=1 i=0

and it follows from the conditions (A2)—(A4), that
Iy, =PI < X0 = pIP.
Further, by applying equation (20), we have

X1 = Pl = lang () + S + Wy, — Pl
< anllg(xn) =PIl + SnllXn = DIl + wylly, = Pl
< an(llgO) = 8PN + 118(p) = I + Snllxa = Pl + tylly, = Pl
< an(plixa = pIl + 118(P) = PID + SnllXn = PII + yllXn = Pl
= (pan + Sp + )X = pll + anllg(p) - pll
a1 - p)lig(p) - pli

=1 - a1 - p)lIxn - pll +

1-p
lg@) - pll
< —
< maxl”xn pll 1-p .
Therefore, It follows by induction that
lig(p) — pli
[IXne1 = Pl < maxyllx = pll, = — o |

Hence, {X,} is bounded, and consequently, {v,}, {y,}, and {z]} are all bounded.

19)

(20)

O

It is easy to see that the operator Pr ° g is a contraction. Thus, by the Banach contraction principle, there
exists a unique point x* € I' such that x* = Pr o g(x"). It follows from the characterization of the projection

mapping that
X)) - xx-x)<0 Vx€T.

@D



DE GRUYTER On SGEPMOS and common fixed points problem = 9

Lemma 4.2. Let {x,} be a sequence generated by Algorithm 3.1 and let p € T. Then, under conditions (A1)-(A4)
and Assumption 2.9 the following inequality holds for alln € N:

2an[1 - 2a,(1 - WM
o - pqu[l - Bl - plp o+ ZHE R T lg(p) - Dot - )
a
’é—anp) Zm,(yno ©)llve - 2P

15 - T At
2 Bnin(2 = 0,0) *”i. 5 )”;”
0 1A % = T "™ )Aixall” + ¢,

MZ

+

Proof. Let p € T'. By applying Lemma 2.5(ii), and (19), we have

Xn+1 = PIP = llangOa) + SwXn + 1y, — DI
< (1620t = ) + 1,0 ~ DI + 2an{g () ~ P, Xns1 ~ P)
< 821X = pIP + 1Ay, = PIP + 26, ]1%0 = PIIY, = DIl + 2a0(g(Xa) = P, Xns1 = D)
< 831X = pIP + Ay, = pIP + Sty (11X = PIP + |y, = PIP) + 200(8(%) = 8(P), Xns1 = D)
+20n(g(P) = D, Xn+1 ~ D)
= 60(6n + )X = PIP + iyt + DI, = PIP + 2a0(8(Xn) = (D), Xns1 — P)
+ 2an(8(P) = P, Xn+1 — D)

+00

< 81 - @)X = pIF + u,(1 = @)l = pIP - ZVn,j(Vn,o = K)|jvn ~ Z]|P
j=1

F,¢;
(75 = T A
* A E, i
147 @ = T AR + ¢,

N
= Y Binbin( - Oin)
i=0

*+ 200X = PlllXuss — Pl + 2a(8(P) = P, Xnr1 = P)

2 Y jOo = BOlve = z]IP
j=1

< (1= @l = pIE - i, - @)

: E,¢;
(75 = T A
* A F, i
|47 (T - T 0 A2 + 9.,

N
+ D Binbin(2 = 60
i=0

+ apl|Xn = PIF + [Xns1 = PIP] + 2a0(8(P) = P, Xas1 — D)
= (1 - ap)* + @)X = PIF + anpl|Xns1 = PIP + 2a0(g(P) = P, Xns1 ~ D)

2 YajOho = Bllva = 2]
j=1

- 1un(l - an)

: E,¢;
(75 = T A
* A H i '
|A; (T8 - Ty 7 AP + ;.

N
+ D Binbin(2 = 610
i=0

Consequently, we obtain
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(1 - 2a, + aF + azp)
1 - app)

ﬂn(l an)

(1 - awp) |;

20,
[IXns1 = DI < lIx. = pI + m(g(l’) = D, Xn+1 = D)

Zvn,(yno 1)|[va = 2]

F,¢;
(75 = T DA
< TH F.0;
147 @ - TV AP + 0y,
2

N
+ ZBi,nei,n(z - ei,n)
i=0

_A-2atap)
- (1 -a p) ”Xﬂ p” +
_ Aun( an)

(1 - anp) |;

2a,
2 4+ n - —
gy P PP+ (8 (P) = P~ )

Zyn](yn() k)”Vn - Z]HZ

. Fuo;
(7% = T A0,
o TH Fo¢i
147 @ - TPV AP + ¢,

+

N
Y Biafin(2 - 6in)
i=0

<1 - 2a,(1 - P) - 2a,(1 - P) a,My _
—[1 A-ap) PPy |za-p) T - p)<g(p) D: Xns1 = D)
1, (1~ an)| S

ZVH](VHO Iollvn = Z]”Z

(1 - anp) |;

F,¢;
(75 = T A
* f H: i ’
147 TH - T AR + 6y,

+

N
2 Binbin(@ = 6ir)
i=0

where M; = sup{||x, - p|P : n € N}. Hence, the proof is complete. ]
We now present the strong convergence theorem for the proposed algorithm as follows.

Theorem 4.3. Suppose that conditions (A1)-(A4) and Assumption 2.9 hold. Then, the sequence {x,} generated by
Algorithm 3.1 converges strongly to X € T, where X = Pr o g(X).

Proof. Let X = Pg ° g(X). From Lemma 4.2, we obtain

_ 241~ p] 20,1 = p)[ _anhy
(1 - amp) A-ap) |20-p) (- p)
Next, we show that the sequence {||x, — X||} converges to zero. In order to establish this, by Lemma 2.8, it is

enough to show that limsup,_,.{(g(X) = X, Xp,+1 = X) < 0 for every subsequence {||x,, — X||} of {||x, - X||}
satisfying

IXns1 = X|P < |1 - X|P? (X)) = X, Xpe1 — X)|. (22)

[1Xn

Hminf (e = £ = [, = XI1) 2 0. 23)

Now, suppose that {||x,, — ||} is a subsequence of {|x, — X||} such that equation (23) holds. Then,

Banin (o1 = KIP = [P, = £IP) = B[t = £ = i, = KID(ie1 = K1+ [, = 2] 2 0. 24)

Again, from Lemma 4.2, we have

Aunk(l ank)
(1_ankp) ZVnk](ynkO k)“vnk Z ”2
2an,[1 - p] . . 2a,(1 - p) a o )
< |1- TP Xy, = XIP = [P = RIP + — P | dndh (ER) = X, Xp1 — X))

- anp) A-ap) |20-p G-p)
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By applying equation (24) together with condition (A1), we obtain

ynk(l - ank) piag .
m%ynk,j(vnk,o = K|V, = ZJP =0, k> +eo,

Consequently, we have

lim vy, - zJ]| =0, j=12..
k—+o

It then follows that

lim dist(Vy,, Svp,) < lim vy, = 2711 =0, j=1,2,..
k—+o0

k—+o0

By similar argument, we obtain from Lemma 4.2 that

IG5 =~ T ) A
* . H’y i
147 T8 = T AP +

N
khm ynk Zﬁi,nkeiynk(z - ei:"k)
re =0

By condition (A3), we have

A F, i
15 = T A0,
* . F, i
147 A5 = TGP + 6

It follows from the boundedness of the operators A;, the nonexpansivity of the mappings

boundedness of the sequence {x,,} that

L = maXi=qy,.. n{sup,{||4; I - Trgﬁ’¢i))Aixnk||2}} < +oo, Therefore, it follows from (A4), that

F.¢; g E.¢;
[ N N (R IO VN
« T F.$, =
A = T AP + 9, L+K

Using the last inequality together with (27), we have

lim [|(T% - TS Axa )l =0 Vi=0,1,2,..., N.
k—+o0

Furthermore, we obtain from equation (12) that

lim ||vnk - Xrlk” =
k—+00

N

* A F, i
> B TindAl (TH = T A,
i=0

Applying equation (28) together with (A3), it follows from the last inequality that

lim vy, = Xy, || = 0.
k—+00

Also, from equations (13) and (25), we have that

+00

Vnk,O(vnk - Vnk) + Zynk,}'(zr{k - Vnk)
j=1

W, = Vnill =

+00

< Zynk,j”‘)nk - Zr{k” -0, k- +o,
=1

Observe that from equations (25) and (31), we have

e = 20l = W = Vil + Ve = 24 2 0, k=40 Vj=1,2,..

It follows from equations (30) and (31) that

=0 Vvi=0,12..,N.

-0, k-+o, Vi=0,1,2,.,N.

1"

(25)

(26)

@7

, and the

(28)

(29)

(30)

3D

(32)
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e = I 1= X = Vil + (Ve = Yy [l = 0, k= oo, (33)
Consequently, by applying condition (A1), we have

IXnes = Xnell = lan & Xny) + Sny Xy + U, — Xl

(34)
< ank”g(xnk) - Xnk” + 6nkllxﬂk - Xnk“ + anHYnk - X"k” - 0’ k — +oo.

To complete the proof, we need to show that w,(x,) C T. If the sequence {x,} is bounded, then w,(xy) is
nonempty. Let X € w,(x,) be an arbitrary element. Then, there exists a subsequence {x,,} of {xp} such that
Xn, — X ask — +oo. From equation (30), we have that v, — X. Now, from the fact that I - §; is demiclosed at
zero for each j =1, 2,..., and since from equation (25), liMy— +»||Vy, — z,{k|| -0 as k- t+oforeachj=1,2,..,
we have that X € Fix(§)) for all j =1,2,... Hence, X € ﬂ}leix(Sj). Also, since for eachi=0,1,...,N, A4; is a
bounded linear operator, it follows that A;x,, — AiX. Thus, by the demiclosedness principle, it follows from
equation (28) that A;x € Fix(TriPi"b") foralli = 0,1,..., N. Hence, A;X € N (GEP(F, ¢,)). Consequently, we have
X €T, which implies that w,(x,) CT.
By the boundedness of {x,,}, there exists a subsequence {xnkj } of {xp,} such that Xny = xt and
lim (g(8) = % X, = ) = HSUp(g(%) = £, X, = X).

k—+00
Since X = Py ° g(X), then from equations (34) and (21), we have

limsup(g(X) - X, X,., — X) = limsup(g(X) - X, Xp,,, — Xn,) + limsup(g(X) - X, xp, — X)

k—+o0 k—+00 k—+o

= limsup(g (%) - X, Xn,, = %) (35)

j%+oc
= (%) - £, x" - %) £ 0.

Applying Lemma 2.8 to equation (22), and using equation (35) together with the fact that lim,,_+.a, = 0, we
deduce that limy-«|[Xn, — X|| = 0 as required. O

If we take ¢, = 0,i=0,1,2,..., N, in Theorem 4.3, we have the following consequent result for approx-
imating a common solution of the set of solutions of SPE with multiple output sets and the common FPP for an
infinite family of multivalued demicontractive mappings in real Hilbert spaces.

Corollary 4.4. Let C be a nonempty, closed, convex subset of a real Hilbert space H. Fori=1,2,..., N, let C; be
nonempty, closed, convex subset of Hilbert spaces H; and let F, F,, and A; be as defined in Theorem 4.3. For each
JEN, let S;: H~ CB(H) be a family of multivalued demicontractive mappings with constant k; € (0, 1) such

that I - S; is demiclosed at zero for each j € N. Suppose the solution set denoted by T = (;Z Fix(S;) N EP(F) N

(NN,ATY(EP(R))) # @, and conditions (A1)—(A4) and Assumption 2.9 hold. Then, the sequence {x,} generated by
the following algorithm converges strongly to X € I, where X = Pr ° g(X).

Algorithm 4.5.

Step 0: For any xo € H, let Hy = H, Ty = Il is the identity operator in Hilbert space H, Fy = F, and set n = 0.
Step 1: Compute

N
V= D Byl = Tl (IH = TR A, . (36)
i=0

Step 2: Compute

Yn = YuoVn + 2 Wi 37)
j=1

where z] € Sy, j=1,2,....
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Step 3: Compute
Xn+1 = Qg (Xn) + SpXy + wy,, neN, (38)
Update:

. I - TRAXP
1A T = THAXE + 6,

Ti,n

Setn=n+1and go to Step 1.

5 Application

5.1 Split variational inequality problem with multiple output sets

Let C be a nonempty, closed, convex subset of a real Hilbert space H, and B : H —~ H be a single-valued
mapping. The VIP is defined as follows:

Findx* € C such that (y - x*,Bx") 20, Vy€C. (39)
The solution set of the VIP is denoted by VI(C, B). Variational inequality was first introduced independently by

Fichera [49] and Stampacchia [50]. The VIP is a useful mathematical model, which unifies many important
concepts in applied mathematics, such as necessary complementarity problems, network equilibrium

102 T T T T T 102 T T T T
—Alg.3.1 (6, = 1/(2 +1) +Alg (9 = 1/(2 +1)
100k —-Alg. 3.1 (9m 1) 100 (9In 1)
.31 (9 =2/(3+1) (6 =2/(3 +1)
102k 31(9m_15) E 102k (9m_15)
3.1 (9 =3/(4 +1i) (9 =3/(4 +1)
[72] 2]
S 104 1(9 ,=19 5 10 10,,=19
w w
108F 108
108F 108
10710 L L L L L L 10710 L L L L L L
0 2 4 6 8 10 12 14 0 2 4 6 8 10 12 14
Iteration number (n) Iteration number (n)
102 T T T 102 T T T T T T
. Alg. 3 (9 1z 0) —AIg. 3.1 (6, = 1/(2 +1)
100k —.Alg. 3 (9 =1 k 100k ——Alg. 3.1 (6, = 1) i
. Alg. 3 (9. L=203 1) - Alg. 3.1 (6, = 2/(3+1))
102k Ag.31(0,,=15 ] 102 Alg.3.1 (4, =15) .
., ——Alg. 3 (9I o, =34+ i) i o-Alg. 3.1 (6, = 3/(4 +1))
5 otk - AIg.3.1 (0, =1.9) S 10k - AIg.3.1(0,, =19
Ll L
100k 108k
108k 108k
1010 . . . . . . 10710 . . . . . .
0 2 4 6 8 10 12 14 0 2 4 6 8 10 12 14
Iteration number (n) Iteration number (n)

Figure 1: Top left: Case 1; top right: Case 2; bottom left: Case 3; and bottom right: Case 4.
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problems, optimality conditions, and systems of nonlinear equations (see [51,52]). Several methods have been
proposed and analyzed for approximating the solution of VIP (39) (see [53-56] and references therein).

Let C be a nonempty, closed, convex subset of a real Hilbert space H. Fori = 1, 2,..., N, let ; be nonempty,
closed, convex subset of Hilbert spaces H; and let A; : H —» H; be bounded linear operators. Let B: C -
H, B; : C; » H; be monotone mappings. The SVIPMOS is formulated as finding a point x* € C such that

N
X" € VI(C,B) N [ﬂA[l(VI(Cl-, B))| * @. (40)
i=1

We denote the solution set of problem (40) by ¥ . By taking F(x,y) = (y - X, Bx),i = 0,1, 2,..., N, where
Fy = F, By = B, then the SVIPMOS (40) becomes the problem of finding a solution of SEP with multiple output
sets. Consequently, Corollary 4.4 can be used to approximate the common solution of SVIPMOS (40) and the
common FPP for an infinite family of multivalued demicontractive mappings S; : H » CB(H),j € N in real

Hilbert spaces, where the solution set denoted by I' = ﬂ}fl Fix(§;) N F is assumed to be nonempty.

6 Numerical examples

This section provides some examples to illustrate the implementation of our proposed methods, Algorithm 3.1.

. 1 1 ;
In our experiment, we let g(x) = g a,, = Zons On = g and y, =1-ap -8, for i=0,1,2, and let

=r=054,= % Yo = % and y,; = j 2/+1’ j=1,2,.... Moreover, we consider the effect of varying values of

the following parameters 6;, = 577, 1.0, 3+1,15, 4+1 19,¢;, = 05, 4+1,10, 2+1,20, ﬁ on our method. All
102 T T T T 102 T T T T T T
__Alg. 3. 1 ©,- 1/ 2 +1) ——Alg. 3.1 (¢, = 0.5)
100k - Alg. 3.1 (0, = 1) i 100k ANCY
——Alg. 3.1 (('? =2/(3 +1) . 3.1 (o,
102k Alg. 3.1 (0m =15 | 102k ANCY
o-AIg. 3.1 (0, = 3/(4 +1)) (¢
@0 0 N
5§ .ot +Alg.3‘l(0 =19 | 5§ 1otk A,
i i
10°F 10°F
108F 10°F
10°10 " " " n " " 1010 n n n " n n
2 4 6 8 10 12 14 0 2 4 6 8 10 12 14
Iteration number (n) Iteration number (n)
102 T 102 T T T T T T
—Alg. 3.1 0, = ~05) ——Alg.3.1 (g, =0.5)
100k - AIg. 3.1 (6, = 3/(4 + )] 100k - AIg. 3.1 (6, = 314 + )]
- Alg.3.1 (¢, = 1.0) -—Alg. 3.1 (¢, = 1.0)
102k Alg. 3.1 (9,,, = 5/2 + )] 102k Alg. 3.1 (6, | = 5/(2 + )]
) - Alg. 3.1 (¢, = 2.0) ) Alg. 3.1 (¢, = 2.0)
5 04k - Alg. 3.1 (6, = 7/(3 + )] 5 1o4f —-AIg. 3.1 (¢, = T/(3 + )]
i i
10°F 10°F 1
108F 108F 1
10710 . . . . . . 10710 . . . . . .
0 2 4 6 8 10 12 14 0 2 4 6 8 10 12 14
Iteration number (n) Iteration number (n)

Figure 2: Top left: Case 1; top right: Case 2; bottom left: Case 3; and bottom right: Case 4.
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numerical computations were carried out using Matlab version R2019(b). We plot the graphs of errors against
the number of iterations in each case. The stopping criterion used for our computation is ||Xy+; = X4|| < 107°.
The numerical results are reported in Figures 1-4 and Tables 1-4. In Tables 1-4, “Iter.” means the number of
iterations and “CPU” means the CPU time in seconds.

Example 6.1. Fori = 0,1, 2, let H; = R (H = Hp) with the inner product(.,.) : R? x R -» R defined as follows:
XY)=x-y=x-y +X%Yy, Xx=04%),y=0)) €ER:

We define the mappings F=F: R?xR?2~>R, F:R?xR?-R, and F,:R?x R? - R, respectively, by
F(x,y) = =3x> + xy + 2%, Fi(x,y) = —4x* + xy + 3y?> and Fy(x,y) = -5y% + 2y + 5xy - 5xy? for each x =
(4, %) €ER? and y = (y;,Y,) € R% Also, for i=0,1,2, let ¢,=¢:R2xR? >R, ¢ :R2xR?2-R and
¢, : R2x R2 - R be defined as ¢(x,y) = X2 - xy, ¢,(x,y) = 2x(x - y) and ¢,(x, y) = 5y* - 2x, respectively,
for each x = (X, x;) € R? and y = (y,,Y,) € R2 For some r > 0, we obtain by some simple calculation that

F, zZ-2r
x, and w = 1% =

_ phuéy, _
W y=Trx= g 1+50°

V=TS T

X
i+1

Let A; : R? » R? be given by 4;(x) = where x = (X, X;) € R2 Let §j : C ~ C(B) be defined as follows:

3 .
Six = Z—jx, j=12,...

It is easy to see that S; is demicontractive for each j =1,2,....

The next example is in the framework of an infinite dimensional Hilbert spaces.

102 T T T T T T . 102 T T T T T T .
—Alg. 3.1 (6, =112 +1)) - Alg. 3.1 (6, = 1/(2 +1))
ook - Alg. 316, =) 100k - Alg.3.1(6, =)
- AIg. 3.1 (0, = 2/(3 + 1)) - AIg. 3.1 (0, = 2/(3 +1)
102k Ag.31(0,,=15) 102k Alg. 3.1 (6, =1.5)
—~-AIg. 3.1 (6, | = 3/(4 + 1) - Alg. 3.1 (0, . = 3/(4 + 1))
n ’ n !
S 10k —Alg. 3.1 (Gi’n =1.9) S 10 —<Alg. 3.1 (0i’n =1.9)
w w
10°F 10°
108k 108
10,10 L L ' L L ' 10710 L ' ' L L '
0 5 10 15 20 25 30 35 0 5 10 15 20 25 30 35
Iteration number (n) Iteration number (n)
102 T T T T T = 102 T T T T T T =
——Alg. 3.1 (Qm =1/(2 +1i)) ——Alg. 3.1 (()ivn =1/(2 +1i))
- Mg 31 (6, =) o0k -Alg. 3.1 (0, =1) 1
-+ AIg. 3.1 (0, = 2/(3 + 1) -+ Alg. 3.1 (0, = 2/(3 +1)
102k Alg. 316, ,=1.5) 102 Alg.3.1 (4, =1.5)
. —o-Alg. 3.1 (6, = 3/(4 +1)) ) o-Alg. 3.1 (6, = 3/(4 +1))
5 1ok —-Alg. 31 (6, =1.9) S 10k Alg. 3.1 (6, =1.9)
] ]
10°F 10°F
108 10
1010 . . . . . . 10710 . . . A . .
0 5 10 15 20 25 30 35 0 5 10 15 20 25 30 35
Iteration number (n) Iteration number (n)

Figure 3: Top left: Case 1; top right: Case 2; bottom left: Case 3; and bottom right: Case 4.
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10 T T T T T T 10 T T T T
- AIg. 3.1 (6, = 1/(2 +1) _._Alg. 3. 1 ©,,= 1/ 2 +1))
100 AN 100k - AIg.31 (0, = 1) i
.3.1 (0. ——Alg. 3.1 (0 =2/(3 +1))
102 310 102k Alg. 3.1 (9m =1.5)
a0 —o-Alg. 3.1 (0, = 3/(4 + 1)
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Figure 4: Top left: Case 1; top right: Case 2; bottom left: Case 3; bottom right: Case 4.

Table 1: Numerical results for Example 6.1 (Experiment 1)

Cases Oin = ﬁ Oin=1 Oin = % 0in =15 Oin = % 0;n=19

1 CPU time (s) 0.0155 0.0128 0.0096 0.0140 0.0150 0.0144
No. of Iter. 14 14 14 14 14 14

2 CPU time (s) 0.0136 0.0088 0.0128 0.0139 0.0150 0.0098
No. of Iter. 14 14 14 14 14 14

3 CPU time (s) 0.0137 0.0089 0.05 0.0162 0.0161 0.0154
No. of Iter. 14 14 14 14 14 14

4 CPU time (s) 0.0135 0.0123 0.0097 0.0146 0.0151 0.0142
No. of Iter. 14 14 14 14 14 14

Example 6.2. Let H, H; = ¢, fori =0, 1, 2,... be the linear spaces whose elements consists of two summable
sequences (x, X, ...,X;, ...) of scalars, i.e.,

+00

O =X x=08,%, X, ..) and Y |x[? < +oo},
i=1

with an inner product (.,.) : ¢, x & — R defined as follows:

y)=x-y= ZXM where x = {55, ¥ = h}5 € 6.

i=1
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Table 2: Numerical results for Example 6.1 (Experiment 2)

Cases ;=05 Gin = %” @ =10 Bin = % Oin = 2.0 O = %

1 CPU time (s) 0.0138 0.0090 0.0132 0.0156 0.0092 0.0130
No. of Iter. 14 14 14 14 14 14

2 CPU time (s) 0.0139 0.0089 0.0128 0.0144 0.0140 0.0171
No. of Iter. 14 14 14 14 14 14

3 CPU time (s) 0.0139 0.0091 0.0148 0.0151 0.0093 0.0143
No. of Iter. 14 14 14 14 14 14

4 CPU time (s) 0.0136 0.0088 0.0140 0.0152 0.0092 0.0127
No. of Iter. 14 14 14 14 14 14

Table 3: Numerical results for Example 6.2 (Experiment 1)

Cases oi’" = i 0,'," =1.0 Bi,n = % Bi,n =15 oi,n = % 0,',,, =19

1 CPU time (s) 0.0544 0.0112 0.0144 0.0130 0.0158 0.0242
No. of Iter. 33 33 33 33 33 33

2 CPU time (s) 0.0129 0.0093 0.0133 0.0133 0.0138 0.0124
No. of Iter. 34 33 34 33 34 33

3 CPU time (s) 0.0134 0.0124 0.0096 0.0142 0.0137 0.0134
No. of Iter. 33 33 33 33 33 33

4 CPU time (s) 0.0161 0.0174 0.0164 0.0166 0.0133 0.0124
No. of Iter. 33 33 33 34 34 34

Table 4: Numerical results for Example 6.2 (Experiment 2)

Cases ®;n =05 00 = % ¢;n =10 Oin = % 0;n =20 0;n = %
1 CPU time (s) 0.0132 0.0100 0.0112 0.0116 0.0118 0.0130
No. of Iter. 33 33 33 33 33 33
2 CPU time (s) 0.0154 0.0122 0.0102 0.0146 0.0138 0.0138
No. of Iter. 33 33 33 33 33 33
3 CPU time (s) 0.0141 0.0100 0.0133 0.0141 0.0140 0.0154
No. of Iter. 33 33 33 33 33 33
4 CPU time (s) 0.0161 0.0169 0.0142 0.0169 0.0160 0.0148
No. of Iter. 33 33 33 34 34 34
Fori=0,1,2, let the mapping A4; : & — ¢, be defined as A;x = % % %m ] for all x = {x, )2y € & and

Al & — & be defined by Az = [%, %, ...,%’", ] for all z = {z,,};:2; € &. Define the mapping F; : 4, X & — R

by F, =F such that F(x,y) = -x* +y%, V x={}2, y={y}3 and¢; =0, foreachi=0,1,2. Itiseasyto
see that

1- X

S5r+1""

T}F:(p)x =
Also, for j =1,2,..., we define §; : C » CB(¢,) by

SjX =

X .
0, S—j] Vj=12,..
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It is easy to see that S; is zero demicontractive for each j = 1,2,... and Fix(S;) = {0}.

We test these examples under the following experiments:
Experiment 1:
In this experiment, we check the behavior of our method by fixing the other parameters and varying 0; .
We do this to check the effects of the parameter 8; , on our method.
For Example 6.1 We consider the following cases for the initial value of xy:
Case 1 xp = (0.78,1.25);
Case 2 xg = (3.78,1.25);
Case 3 xq = (4, 2);
Case 4 xp = (-1, -5).

Also, we consider 6;, € »10,375,15

’3+1’ ’4+1

757 1.9f, which satisfies Assumption (A3). We use Algorithm 3.1 for

the experiment and report the numerical results in Table 1 and Figure 1.
For Example 6 2 We consider the following cases for the initial value of xg:

Case1 xp = (2, 1, 5 )
Case 2 xg = (4, —2 1, );

Case 3 xo = (-3, 5,—25, ")

Case 4 xp = (6, 1, 5 )

2 3

Also, we consider 0; , € 10, 35,15 7519, which satisfies Assumption (A3). We use Algorithm 3.1

2+V

for the experiment and report the numerical results in Table 3 and Figure 3.
Experiment 2:
In this experiment, we check the behavior of our method by fixing the other parameters and varying ¢, .
We do this to check the effects of the parameter ¢i‘n on our method.
For Example 6.1: We consider the following cases for the initial value of xg:
Case 1 xo = (0.78, 1.25);
Case 2 xg = (3.78,1.25);
Case 3 xo = (4, 2);
Case 4 xp = (-1, -5).

Also, we consider ¢, , € {0.5, 777, 1.0, 557, 2.0, 5551, which satisfies Assumption (A4). We use Algorithm 3.1 for

’4+ ’ ’2+1 ’3+ ’
the experiment and report the numerical results in Table 2 and Figure 2.
For Example 6 2: We consider the following cases for the initial value of xg:
Case 1 xo = (2, 1, T );
Case 2 xg = (4, —2 1, );
Case 3 xo = (-3, 5,——, )

Case 4 xp = (6, 1, e )

Also, we consider ¢, , €10.5, ;77,1.0, 577,20 which satisfies Assumption (A4). We use Algorithm 3.1 for

’4+l’ ’2+l’ )3+ ’

the experiment and report the numerical results in Table 4 and Figure 4.
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7 Conclusion

A new efficient algorithm for approximating a common solution of finite family of split common generalized
equilibrium problems with multiple output sets and common fixed point of an infinite family of demicon-
tractive mappings in real Hilbert spaces. We proved that the proposed algorithm converges strongly to the
solution set without relying on the usual “Two Cases Approach” widely used in the literature to guarantee
strong convergence. We gave some applications of our result and also presented some numerical examples to
illustrate the applicability and efficiency of our method. In all examples, we checked the sensitivity of key
parameters for each starting points in order to know if their choices affect the performance of our methods.
We can see from the tables and graphs that the number of iterations and CPU times for our proposed method
remain consistent and well-behaved for different choices of these key parameters. Furthermore, our method
uses a simple self-adaptive step size that is generated at each iteration by some simple computation, which
allows easy implementation of our algorithm without prior knowledge of the operator norm. Our method
unifies and extends a whole lot of results in the literature in this direction of research.
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