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Abstract: In this article, weak and strong convergence theorems of the M-iteration method for G-nonexpan-
sive mapping in a uniformly convex Banach space with a directed graph were established. Moreover, weak
convergence theorem without making use of Opial’s condition is proved. The rate of convergence between the
M-iteration and some other iteration processes in the literature was also compared. Specifically, our main
result shows that the M-iteration converges faster than the Noor and SP iterations. Finally, the numerical
examples to compare convergence behavior of the M-iteration with the three-step Noor iteration and the SP-
iteration were given. As application, some numerical experiments in real-world problems were provided,
focused on image deblurring and signal recovering problems.
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1 Introduction

The renowned fixed-point result of a contractive mapping in complete metric spaces, which is known as
Banach’s contraction principle, was introduced in 1922 by Banach [1], an important instrument for solving
the existence problems of nonlinear mappings. Since then, various generalizations have been studied in many
directions of this principle.

Jachymski [2] proposed a novel notion of G-contraction in 2008, establishing that it was a realistic
extension of the Banach contraction principle in a metric space involving a directed graph. Using this notion,
he simply proved the Kelisky-Rivlin theorem [3]. By combining graph theory and fixed-point theory, Aleom-
rainejad et al. [4] provided some iterative scheme findings for G-contractive and G-nonexpansive mappings
on graphs. In [5], Alfuraidan and Khamsi introduced the concept of G-monotone nonexpansive multivalued
mappings on a metric space endowed with a graph. The existence of fixed-points of monotone nonexpansive
mappings on a Banach space endowed with a directed graph was investigated by Alfuraidan [6].
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In 2015, Tiammee et al. [7] presented Browder’s convergence theorem and Halpern iteration process for
G-nonexpansive mappings in Hilbert space involving a directed graph. After that, Tripak [8] introduced the
Ishikawa iterative scheme to approximate common fixed-points of G-nonexpansive mappings defined on
nonempty closed convex subsets of a uniformly convex Banach space endowed with a graph. Recently, various
fixed-point iteration processes for G-nonexpansive mappings have been studied extensively by many authors
(see, e.g., [9,10] and references cited therein).

In 2000, Noor [11] studied the convergence criteria of the following three-step iteration method for solving
general variational inequalities and related problems. The three-step Noor iteration is defined by:

L=(1- rln)vn + 1,7V,
th=>1- Qn)Vn + Qnﬂn, )]
Vns1 = (1 = &)vn + §.Ttn, n 20,

where {,}, {0,}, and {&,} are in (0, 1).

Glowinski and Tallec [12] used the three-step iterative approaches to find solutions for the problem of
elastoviscoplasticity, eigenvalue computation, and the theory of liquid crystals. In [12], it was shown that the
three-step iterative process yields better numerical results than the estimated iterations in two and one steps.
In 1998, Haubruge et al. [13] studied the convergence analysis of three-step methods of Glowinski and Tallec
[12] and applied these methods to obtain new splitting-type algorithms for solving variation inequalities,
separable convex programming, and minimization of a sum of convex functions. They also proved that
three-step iterations lead to highly parallelized algorithms under certain conditions. As a result, we conclude
that the three-step approach plays an important and substantial role in the solution of numerous problems in
pure and applied sciences.

In 2011, Phuengrattana and Suantai [14] introduced the following new three-step iteration process known
as the SP-iteration:

hn = (1 - nn)un + nnTun;
qn = (1 - Qn)hn + Qn7-hny (2)
Upe1=(1 - fn)qn + Eann; nzo,

where {n,}, {0,}, and {&,} are in (0, 1).

In addition, they showed that the SP-iteration (2) converges faster than the Noor iteration (1) for the class
of continuous nondecreasing functions.

Recently in 2018, Ullah and Arshad [15] introduced an iteration, called M-iteration, defined by:

=0 = &Wn + §TWn,  Sp=TTn, Wy = TSy, 120, 3

where {&,} is in (0, 1).

Ullah and Arshad [15] showed that the iteration process (3) is faster than the Picard-S iteration [16] and the
S-iteration [17] for Suzuki generalized nonexpansive mappings. In this direction, some of the notable studies
were enhanced and conducted by many works, as seen in [18-20].

The main purpose of this article is to prove some weak and strong convergence theorems of the M-
iteration method (3) for G-nonexpansive mapping in a uniformly convex Banach space endowed with a graph.
We also show the numerical experiment for supporting our main results and comparing the rate of conver-
gence of the M-iteration (3) with the three-step Noor iteration (1) and the SP-iteration (2). Furthermore, we
apply the M-iteration method to solve image deblurring and signal recovering problems.

2 Preliminaries

In this section, we recall a few basic notions concerning the connectivity of graphs. All of them can be found,
e.g., in [21].
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Let C be a nonempty subset of a real Banach space X. We identify the graph G with the pair (V(G), E(G)),
where the set V(G) of its vertices coincides with set C and the set of edges E(G) contains {(w, w) : w € C}. Also,
G is such that no two edges are parallel. A mapping 7 : C — C is said to be G-contraction if 7~ preserves the
edges of G (or 7 is edge-preserving), i.e,,

(w,s) € E(G) = (Tw, T5) € E(G),
and 7~ decreases the weights of edges of G in the following way: there exists ¥ € (0, 1) such that
(w,s) €E(G) = [[Tw = T3] < Y||w - s]|.
A mapping 7 : C — C is said to be G-nonexpansive (see [5], Definition 2.3 (iii)) if 7~ preserves edges of G, i.e.,
(w, s) € E(G) = (Tw, T5) € E(G),
and T non-increases weights of edges of G in the following way:
(w,s) € E(G) = [|[Tw - T8|| < |lw - ]|

If w and s are the vertices in a graph G, then a path in G from w to s of length N(N €N U {0}) is a
sequence {w;}Y, of N + 1 vertices such that wy = w, wy = s, and (W;, wi+1) € E(G) fori = 0,1,... N - 1. A graph
G is connected if there is a path between any two vertices. A directed graph G = (V(G), E(G)) is said to be
transitive if, for any w, s, r € V(G) such that (w, s) and (s, r) are in E(G), we have (w,r) € E(G). We denote
G! the conversion of a graph G and

EGH) ={w,s) € X x X :(s,w) € EG)}.

Letwy € V(G) and A a subset of V(G). We say that A is dominated by wy if (wp, w) € E(G) forallw € A.
A dominates wy if for each w € A, (w, wy) € E(G).

In this article, we use = and — to denote the strong convergence and weak convergence, respectively.

A mapping 7:C— C is said to be G-demiclosed at 0 if, for any sequence {w,} in C such that
(Wn, Wn41) € E(G), W, = w and 7w, — 0 imply 7w = 0.

A Banach space X is said to satisfy Opial’s condition [22] if w, = w and w # s, implying that

limsup|jw, — w|| < limsup||jw, - s||.
n—o n—o

Let C be a nonempty closed convex subset of a real uniformly convex Banach space X. Recall that the
mapping 7 : C - X with F(7) # @ is said to satisfy Condition (A) [23] if there is a nondecreasing function
f:10,0) = [0, »), with f(0) =0 and f(¢) > 0 for all ¢ € (0, ) such that

lw = 7wl 2 f(dw, F(7)))

for all w € C. Let C be a subset of a metric space (X, d). A mapping 7 : C — C is semi-compact [24] if for a
sequence {wy,} in C, with lim,_,.d(wy,, Tw,) = 0, there exists a subsequence {Wn].} of {wy} such thatwy,, —» p € C.

Let C be a nonempty subset of a normed space X and let G = (V(G), E(G)) be a directed graph such that
V(G) = C. Then, C is said to have Property G (see [25]) if for each sequence in C converging weakly tow € C
and (Wy, wn+1) € E(G), there is a subsequence {wy} of {w,} such that (wn]., w) € E(G) for all j EN.

Remark 2.1. If G is transitive, then Property G is equivalent to the property: if {w,} is a sequence in C with
(Wn, Wn+1) € E(G) such that for any subsequence {wy} of the sequence {w,} converging weakly to w in X, then

(wp, w) € E(G) for alln € N.
In the sequel, the following lemmas are needed to prove our main results.
Lemma 2.2. [25] Suppose that X is a Banach space having Opial’s condition, C has Property G, andlet7 : C — C

be a G-nonexpansive mapping. Then, I - 7 is G-demiclosed at 0, ie., if w, =~ w and w, - Tw, — 0, then
w € F(T), where F(T) is the set of fixed-points of T.
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Lemma 2.3. [26] Let X be a uniformly convex Banach space, and {&,} a sequence in [6,1 - &§] for some
6 € (0,1). Suppose that sequences {wyp} and {s,} in X are such that limsup,_||w,|| < ¢, limsup,,_,|Is:|| < ¢
and limsup,,_, . ||&wn + (1 = &sal| = ¢ for some ¢ = 0. Then, lim,_.||w, = Su|| = 0.

Lemma 2.4. [27] Let X be a Banach space that satisfies Opial’s condition and let {w,} be a sequence in X. Let
U, v € X be such that limy.«||w, — ul| and limy.«||w, — v|| exist. If{wy,} and {wy,} are the subsequences of {w}
that converge weakly to u and v, respectively, then u = v.

Lemma 2.5. [28] Let C be a nonempty closed convex subset of a uniformly convex Banach space X and suppose
that C has Property G. Let T be a G-nonexpansive mapping on C. Then, I - 7 is G-demiclosed at 0.

Lemma 2.6. [29] Let {wp} be a bounded sequence in a reflexive Banach space X. If for any weakly convergent
subsequence {wy} of {wn}, both {wy} and {wy.1} converge weakly to the same point in X, then the sequence {wy} is
weakly convergent.

3 Main results

Throughout the section, let C be a nonempty closed convex subset of a Banach space X endowed with a
directed graph G such that V(G) = C and E(G) is convex. We also suppose that the graph G is transitive. The
mapping 7~ is G-nonexpansive from C to C with F(7) # &. For an arbitrary wy € C, define the sequence {w,}
by (3).

We start with proving the following useful results.

Proposition 3.1. Let § € F be such that (wy, §) and (4, wp) are in E(G). Then, Wy, §), (T, §), (Sn, §), (4, Wy),
(G, 1), (G Sn)s (Sns Tn)s (Wn, 1), and (Wy, Wn+1) are in E(G).

Proof. We proceed by induction. Since 7~ is edge-preserving and (wy, §) € E(G), we have (7w, §) € E(G)
and so (1, G) € E(G), by E(G) is convex. Again, by edge-preserving of 7 and (r, §) € E(G), we have
(T, §) € E(@) and so (Sp, §) € E(G). Then, since 7 is edge-preserving and (So, §) € E(G), we obtain
(750, §) € E(G), and hence, (wy, §) € E(G). Thus, by edge-preserving of 7, (7w, §) € E(G). Again, by the
convexity of E(G) and (7wy, §), (w1, §) € E(G), we have (r, §) € E(G). Then, since 7 is edge-preserving,
(71, §) € E(G), we obtain (sy, §) € E(G), and hence, (751, §) € E(G).

Next, we assume that (wg, §) € E(G). Since 7 is edge-preserving, we obtain (7wg, §) € E(G). So
(e, 4) € E(G), since E(G) is convex. Hence, by edge-preserving of 7 and (1x, §) € E(G), we have (77, §) €
E(G), then (sx, ) € E(G). Since 7 is edge-preserving, we have (7, §) € E(G). Thus, (W+1, §) € E(G). Hence,
by edge-preserving of 7, we obtain (Twy.1, §) € E(G), and so (k+1, §) € E(G), since E(G) is convex. Again, by
edge-preserving of 7, we obtain (77x+1, §) € E(G), and so (Sk+1, §) € E(G). Therefore, (Wy, §), (1, §), (Sn, §) €
E(G) for alln = 1.

Since 7~ is edge-preserving and (G, wy) € E(G), we have (§, Twy) € E(G), and so (4, 1) € E(G), since E(G)
is convex. Again, since 7 is edge-preserving and (¢, ny) € E(G), we have (¢, 7Th) € E(G), and so (4, So) € E(G).
Using a similar argument, we can show that (4, wy), (4, 1), (4, sn) € E(G) for all n = 1 under the assumption
that (4, wy) € E(G), (G, %) € E(G), and (§, o) € E(G). By transitivity of G, we obtain (s, 1), (Wp, 1),
(Wn, Wp+1) € E(G). This completes the proof. O

Lemma 3.2. Let X be a uniformly convex Banach space. Suppose that {,} is a real sequence in[§,1 - 6] for some
§ € (0,1) and (wy, §), (§, wo) € E(G) for arbitrary wy € C and § € F(T). Then,

@ lmy.||lw, = g|| exists,

(i) 1Mool |Wy = TWy|| = 0.
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Proof. (i) Let § € F(7). By Proposition 3.1, we have (Wp, §), (Sn, §), (T, ©), (Sn, Tn), (Wn, 1) € E(G). Then, by
G-nonexpansiveness of 7~ and using (3), we have
(I = Gl = 11X = &wn + & Twn = |
=1 - &)Wy = §) + &(Twn = Q||

<@ = &lwn = qll + &allTwn = ] @
< (1 - En)“Wn - 67|| + anWn - 67||
=|lwn =4I,
lIsn = gl = 177 = ql| < [l = 4l < |lwa =4I, )
and so
[Wne1 = Gl = 1752 = Il < lIsn = ql| < |lwn = q]I- (6)
Therefore,

Wns1 = gl < [wn = glIs<|lwi = gll, Vn€EN.

Since {||w, — §||} is monotonically decreasing, we have that the sequence {||w, — {||} is convergent. In parti-
cular, the sequence {w,} is bounded.
(ii) Assume that lim,.«||[w, = §|| = c. If ¢ = 0, then by G-nonexpansiveness of 7~, we obtain

Wi = TWyll < [lWn = Gl + |G = TWall < [lwn = 41| + 11G = wall.

Therefore, the result follows. Suppose that ¢ > 0. Taking the lim sup on both sides in Inequality (5), we
obtain

limsup||s, - §|| < limsup|jw, - §|| = c. 0

n—oo n—oo
Since lim,.o|[Wn+1 = qy|| = ¢. Letting n — o in Inequality (6), we have

lim |75, - 4| = c. ®8)

Taking the lim sup on both sides in the Inequality (4), we obtain

limsup||r, - §|| < limsup||jw, - §|| = c. ©)

n—o n—-o

In addition, by G-nonexpansiveness of 7, we have ||77; - §|| < || — §||, taking the lim sup on both sides in
this inequality and using (9), we obtain

limsup||71, - §|| < c. 10)

n—o

Note that ||wps1 — G| < |IS. — G| < || — G| gives that

limigf I =4l = c. 1
From (9) and (11), we have
lim |, = 4| = c. (12)
By (4) and (12), we have
lim |1 = &)(wn = @) + &u(Twn = @Il = . (13)

In addition, limsup, _,,||7w, = §|| < limsup,_,||wn = §|| = ¢, using (13) and Lemma 2.3, we have

Lim ||[7wy, = wy|| = 0.
n—oo

This completes the proof. O
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We now prove the weak convergence of the sequence generated by the M-iteration method (3) for a
G-nonexpansive mapping in a uniformly convex Banach space satisfying Opial’s condition.

Theorem 3.3. Let X be a uniformly convex Banach space that satisfies Opial’s condition and C has Property G.
Suppose that {&,} is a real sequence in [§,1 — &] for some 6 € (0,1). If (wy, §), (4, wy) € E(G) for arbitrary
wp € C and G € F(7), then {w,} converges weakly to a fixed-point of T .

Proof. Let § € F be such that (wy, §), (G, wp) € E(G). From Lemma 3.2 (i), lim,-||w, — §|| exists, so {w,} is
bounded. It follows from Lemma 3.2 (ii) that limp..||w, — 7Wy|| = 0. Since X is uniformly convex and {wy} is
bounded, we may assume that w, — u as n — o, without loss of generality. By Lemma 2.2, we have u € 7.
Suppose that subsequences {wy,} and {w,} of {w,} converge weakly to u and v, respectively. By Lemma 3.2 (ii),
we obtain that |[wy, = Twy,|| = 0 and ||wy, = 7wyl - 0 as k,j — . Using Lemma 2.2, we have u, v € F(T). By
Lemma 3.2 (i), lim,||w, — u|| and lim,-.«||w, — v| exist. It follows from Lemma 2.4 that u = v. Therefore, {w,}
converges weakly to a fixed-point of 7. ]

It is worth noting that Opial’s condition has remained crucial in proving weak convergence theorems.
However, each I? (1 < p < =) satisfies Opial’s condition, while all L? do not have the property unless p = 2.

Next, we deal with the weak convergence of the sequence {w,} generated by (3) for G-nonexpansive
mapping without assuming Opial’s condition in a uniformly convex Banach space with a directed graph.

Theorem 3.4. Let X be a uniformly convex Banach space. Suppose that C has Property G, {&,} is a real sequence
in[6,1 - 8] for some § € (0,1), F(T) is dominated by wy, and F(T) dominates wy. If (Wy, ), (§, wp) € E(G) for
arbitrary wy € C and § € F(7), then {wy} converges weakly to a fixed-point of T .

Proof. Let § € ¥ be such that (wy, q,) and (q,, wp) are in E(G). From Lemma 3.2 (i), limy-«||w, - || exists, so
{wp} is bounded in C. Since C is nonempty closed convex subset of a uniformly convex Banach space X, it is
weakly compact, and hence, there exists a subsequence {an} of the sequence {w,} such that {an} converges
weakly to some point p € C. By Lemma 3.2 (ii), we obtain that

lim [y, = Tiwy| = . 1)
In addition, ||r, = wy|| = |1 = &)Wy + ETWy — Wy|| £ &||TWn — wy||, using Lemma 3.2 (ii), we have
,11152 [l = wal| = 0. (15)

Using Lemma 3.2 (ii) and (15), we have

|77 = mll = [T — Twp + Twy, — Wy + Wy — 1|
ST = Twy|| + [|[TWn = wy|| + [[wy — 1|

(16)
S|t = wall + [[TWy = wal| + [[wn = 1|
-0 (asn— ),
Using (3) and (16), we have
lim[[sy = 7y = Lim |77 = 5| = 0. a7

In addition,
1780 = Sl < |T8p = THll + |TT0 = Tall + |12 = Sull < [ISn = Tl + 1770 = Tll + |72 = Sll-
Using (16) and (17), we have
lim |75, = $ull = 0. (18)
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Using Lemma 2.5, we have I — 7~ is G-demiclosed at 0 so that p € F(7). To complete the proof, it suffices to
show that {w,} converges weakly to p. To this end, we need to show that {w,} satisfies the hypothesis of Lemma
2.6. Let {an} be a subsequence of {w,} that converges weakly to some q € C. By similar aforementioned
arguments, q is in F(7). Now, for each j = 1, using (3), we have

Wye1 = TSy (19)
It follows from (14) that
Ty, = (‘Twnj - an) + Wy = (. (20)
Now from (3) and (20),
oy = (1= &y )wn, + &y Tiwn, = q. 1)
Using (16) and (21), we have
Ty = (T = Ty) + Ty = q. 22)
Now from (3) and (22),
Sy = Ty = Q. (23)
Also, from (18) and (23), we have
TSy = (TSn; = Sn) + Sy — ¢ (24)
It follows from (19) and (24) that
Wni+1 = q.

Therefore, the sequence {w,} satisfies the hypothesis of Lemma 2.6, which in turn implies that {w,} weakly
converges to g so that p = q. This completes the proof. O

The strong convergence of the sequence generated by the M-iteration method (3) for G-nonexpansive
mapping in a uniformly convex Banach space with a directed graph is discussed in the rest of this section.

Theorem 3.5. Let X be a uniformly convex Banach space. Suppose that {&,} is a real sequence in [6,1 - §] for
some§ € (0,1),7T satisfies Condition (A), ¥(7) is dominated by wy and ¥(7T) dominates wy. Then, {wy} converges
strongly to a fixed-point of T .

Proof. By Lemma 3.2 (i), lim,-||w, — q|| exists and so lim,_..d(w,, (7)) exists for any q € F(7). Also, by
Lemma 3.2 (ii), lim,..||wy, = Twy|| = 0. It follows from Condition (A) that lim,...f(d(wy, F(7))) = 0. Since
f:1[0,0) = [0, ) is a nondecreasing function satisfying f(0) = 0,f(r) > 0 for all r € (0, »), we obtain that
lim,- wd(Wy, F(7)) = 0. Next, we show that {w,} is a Cauchy sequence. Since lim,_..d(w,, F(7)) = 0, given any
€ > 0, there exists a natural number ny such that d(wy, #(7)) < % for all n = ny. So we can find ¢* € F(7) such

that [|wy, - q7|| < Z. For n 2 ny and m = 1, we have

+ =E&.

N |
N | M

[Wasem = Wall = [[Wnsm = @[] + [[Wa = @[] < [[Wa, = €[] + [[Wny = @'l <

This shows that {w,} is a Cauchy sequence and so is convergent since X is complete. Let lim_.w, = §.
Then, d(q, (7)) = 0. It follows that § € #(7). This completes the proof. O

Theorem 3.6. Let X be a uniformly convex Banach space. Suppose that C has Property G and {&,} is a real
sequence in[6,1 — &) for some § € (0, 1), F(7) is dominated by wy and F(T) dominates wy. If 7~ is semi-compact,
then {wn} converges strongly to a fixed-point of T .
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Proof. It follows from Lemma 3.2 that {wy} is bounded and lim,_..|[w, — 7Wpy|| = 0. Since 7~ is semi-compact,
then there exists a subsequence {an} of {w,} such that Wn, = q €C as J = . Since C has Property G and

transitivity of graph G, we obtain (wy, ) € E(G). Note that lim;_.e||wy, = 7wy|| = 0. Then,

llg = 7qll < [lg = wall + [[Wn; = TWy| + [|TWy, = 74|
<|lqg - anH + ||an - Tan” + ”an il
-0 (asj— o).

Hence, g € 7(7). Thus, lim,-«d(w,, (7)) exists by Theorem 3.5. We note that d(wy, ¥) < d(wy, q) - 0 as
J — o; hence, lim,_,..d(wy,, (7)) = 0. It follows, as in the proof of Theorem 3.5, that {w,,} converges strongly to
a fixed-point of 7. This completes the proof. ]

4 Rate of convergence and numerical examples

In this section, we show that the M-iteration process converges faster than the iterative scheme due to
Phuengrattana et al. and Noor for the class G-contraction mappings. Furthermore, we provide a concrete
example, including numerical results, and compare the proposed algorithm (3) with Noor (1) and SP (2)
algorithms to declare that our algorithm is more effective. All codes were written in Matlab 2019b.

The following definitions about the rate of convergence are due to Berinde [30].

Definition 4.1. Let {p,} and {0,} be two sequences of real numbers converging to p and o, respectively. If

[pn-pl
|on-al|

limy,-« = 0, then {p,} converges faster than {a,}.
Definition 4.2. Suppose that for two fixed-point iteration processes {w,} and {u,}, both converging to the same
fixed-point ¢, the error estimates

lwp = G|l p, forall n=1,
lun - G| <0, forall n>1,

are available, where {p, } and {0} are two sequences of positive numbers converging to zero. If {p,} converges
faster than {g,}, then {w,} converges faster than {u,} to §.

Definition 4.3. [31] Suppose {{;} is a sequence that converges to {, with ¢, # ¢ for all n. If positive constants v
and ¥ exist with

[Gne1 = 1 _

lim —— =,

n-o |(n - (lw
then {{,} converges to { of order y, with asymptotic error constant v. If = 1 (and v < 1), the sequence is
linearly convergent.

In 2011, Phuengrattana and Suantai [14] showed that the Ishikawa iteration converges faster than the
Mann iteration for a class of continuous functions on the closed interval in a real line. In order to study the
order of convergence of a real sequence {(,} converging to {, we usually use the well-known terminology in
numerical analysis (see [31], for example).

Let 7 be G-nonexpansive from C to C with #(7) nonempty, where C is a nonempty closed convex subset
of a Banach space X endowed with a directed graph. Let V(G) = C, E(G) is convex and the graph G is
transitive.

The following propositions will be useful in this context.
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Proposition 4.4. For an arbitrary vy € C, define the sequence {v,} by the Noor iteration (1). Let § € ¥ be such
that (vo, q) and (4, vo) are in E(G). Then, (Vn, ), (tn, @), (In, @), (4, Vo), (4, ta), and (4, ) are in E(G).

Proof. We proceed by induction. Since 7~ is edge-preserving and (vy, §) € E(G), we have (Tvy, §) € E(G)
and so (lp, §) € E(G), by E(G) is convex. Again, by edge-preserving of 7 and (lo, §) € E(G), we have
(Tly, G) € E(G). Since (v, §) € E(G), by the convexity of E(G), we have (t, §) € E(G). Then, since 7 is
edge-preserving and (ty, §) € E(G), we obtain (7ty, §) € E(G), and hence (v, §) € E(G), since E(G) is convex
and (v, §) € E(@). Thus, by edge-preserving of 7, (7v4, §) € E(G). Again, by the convexity of E(G) and
(Tvy, §), (1, §) € E(G), we have (L, §) € E(G). Then, since 7 is edge-preserving, (71, §) € E(G), by E(G) is
convex and (v, §) € E(G), we obtain (&, §) € E(G), and hence, (74, §) € E(G).

Next, we assume that (v, §) € E(G). Since 7 is edge-preserving, we obtain (7vk, §) € E(G). So (Ik, §) €
E(G), since E(G) is convex. Hence, by edge-preserving of 7~ and (I, §) € E(G), we have (Tlk, §) € E(G), then
(tx, §) € E(G@), since E(G) is convex and (vk, §) € E(G). Since 7 is edge-preserving, we have (7, §) € E(G).
Thus, (Vk+1, §) € E(G), since (v, ), (Tt, §) € E(G) and E(G) is convex. Hence, by edge-preserving of 7, we
obtain (7Vk+1, §) € E(G), and so (Ix+1, §) € E(G), since E(G) is convex and (vk+1, §) € E(G). Again, by edge-
preserving of 7, we obtain (7lk+1, §) € E(G), and so (tx+1, §) € E(G), since E(G) is convex and (Vk+1, §) €EE(G).
Therefore, (vy, ), (ty, §), (In, §) € E(G) for alln = 1.

Since 7 is edge-preserving and (g, vo) € E(G), we have (§, Tvy) € E(G), and so (4, ly) € E(G), since E(G)
is convex. Again, since 7~ is edge-preserving and (¢, ly) € E(G), we have (4, 71y) € E(G), and so (§, ty) € E(G),
by E(G) is convex and (g, vp) € E(G). Using a similar argument, we can show that (g, v,), (4, tn), (¢, l,) € E(G)
for all n > 1 under the assumption that (¢, vo) € E(G), (4, ty) € E(G), and (G, ly) € E(G). This completes the
proof. O

Proposition 4.5. For an arbitrary uy € C, define the sequence {u,} by SP-iteration (2). Let § € ¥ be such that
(u(), Q) and ((js uo) are in E(g) Then’ (un’ q)y (qn) q)) (hn’ Q); (qy un); (q.') qn)! and (Q’ hn) are in E(g)

Proof. We proceed by induction. Since 7~ is edge-preserving and (uo, §) € E(G), we have (7u, §) € E(G) and
so (hy, §) € E(G), by E(G) is convex. Again, by edge-preserving of 7~ and (ho, §) € E(G), we have (Thy, ) €
E(G) and so (q,, §) € E(@), since E(G) is convex. Then, since 7 is edge-preserving and (q,, §) € E(G), we
obtain (79, §) € E(@), and hence, (w1, §) € E(G), by E(G) is convex. Thus, by edge-preserving of 7,
(Tw, G) € E(G). Again, by the convexity of E(G) and (Tu, §), (W, §) € E(G), we have (hy, §) € E(G). Then,
since 7~ is edge-preserving, (7hy, §) € E(G), by E(G) is convex, we obtain (q,, §) € E(G), and hence,
(74, @) € EG).

Next, we assume that (ux, §) € E(G). Since 7 is edge-preserving, we obtain (7ux, §) € E(G). So (hx, §) €
E(G), since E(G) is convex. Hence, by edge-preserving of 7~ and (h, §) € E(G), we have (Th, §) € E(G), then
(@ ) € E(G), since E(G) is convex. Since 7 is edge-preserving, we have (7q,, §) € E(G). Again, by the
convexity of E(G) and (q,, §) € E(G), we have (ux+1, §) € E(G). Hence, by edge-preserving of 7-, we obtain
(Tuk+1, §) € E(G), and so (hg+1, §) € E(G), since E(G) is convex. Again, by edge-preserving of 7-, we obtain
(This1, §) € E(G), and so (qy,,, §) € E(G), since E(G) is convex. Therefore, (un, §), (hn, §), (q,, §) € E(G) for
alln > 1.

Since 7~ is edge-preserving and (g, up) € E(G), we have (G, Tu,) € E(G), and so (§, hy) € E(G), since E(G)
is convex. Again, since 7 is edge-preserving and (g, ho) € E(G), we have (§, Tho) € E(G), and so (4, q,) €
E(G), by E(G) is convex. Using a similar argument, we can show that (G, u,), (4, q,), (¢, h,) € E(G) foralln > 1
under the assumption that (4, uy) € E(&), (4, q,) € E(G), and (4, hy) € E(G). This completes the proof. [

From the following result, we consider the rate of convergence of the M-iterative method (3) and the well-
known iterative methods.

Theorem 4.6. Let X be a uniformly convex Banach space. Let 7 be a G-contraction with a contraction factor
Y € (0,1). Suppose that {&n}, {0,}, and {n,} are the real sequences in [§,1 - 6] for some § € (0, 1), and (wy, §),
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(g, wo), (uo, §), (4, o), (o, 4), (4, vo) € E(G) for arbitrary wy, ug, vo € C, and G € F(T). Then, the sequence {wy}
generated by M-iteration (3) converges faster than Noor iteration (1) and SP-iteration (2).

Proof. First, by the Noor iteration (1),
Vas1 = Gl < @ = E)Ive = 1| + &l Tt = 4l
<@ = &llve = Il + &uylltn = 4l
<@ = &lve = gl + (A = ellve = I + u¥lIl. = 41D
<(1-&A - ¥ - o) - ¥ - (L - Y))lve — §ll
=1 -6A -9+ - A -, =PIV = 4l
< (1 - fn(l - w))“‘}n - 67||

<lvo - @1 - &QA - ).
k=0

Using (3), we have

”rn - 67|| = ||(1 - En)Wn + EnTWn - q”

= - E)wn = §) + &(Twy - il

<@ = &wlwn = qll + &allTwn — 4|l

<1 - &llwn = qll + &atpliwn - g

=1-&+ l/)En)”Wn - q”

=1 -A-Yélw - ql,
and so

lIsn = qll = 1177 = ql| < ¥l = qll < YA = A = P)&a)llwn = ql|.
This implies that
Wns1 = Gl = 1780 = Gll < Yllsn = 4l < $*A - A - YE)Iwa - §lI.

Repetition of the aforementioned processes gives the following inequality:

[Wnser = Gl < [lwo = GO 1A - (A - ¥)&).
k=0

Define

P =Iwo = 2D [ - (4 - ¥)&),

k=0
an=vo - Gl 1 - & - ),
k=0

o o P o= @Yy - - 950

"o o - Gl - & - )
Therefore,

Pl k! B

noo O oo (1= &l - 9)

It thus follows from the well-known ratio test that Z:=00,, < oo Hence, we have lim,,_0, = 0, which implies that
{wp} is faster than {v,}. Consequently, the M-iteration (3) converges faster than the Noor iteration (1).
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Finally, by the SP-iteration (2),

[tnsr = qll < (A = &l — Gl + Sall TG, — 4
< (1= &llg, = qll + &¥llg, = 4l
=1 - &A= ¥)lg, - 4l
(1= &A= YXA - ellhn — qll + e¥llha - Gl
=1 - &A= ¥ - e,(1 - ¥)llha - 4l
<1 - &A - Yl - 4l
< (1= 6@ = (A = n)llun = Gl + nllun = 41D
=1 - &A= YA - 0, = Y)llux = 4|
<1 - &A - Y)lun - 4|l

<lluo - I 1@ - & - ).
k=0
Define
P = lIwo = G2 [ = (1 - Y)&),
k=0

an = |luo - G| [T - & - ),
k=0

~ +1) A
o o P _ W0 = QYD e = A - $)&)
= = - .
O o = Gl - & - )

By the same argument as earlier, we can show that the sequence generated by the M-iteration (3) converges
faster than the SP-iteration (2). This completed the proof. O

Now, we will discuss a numerical experiment that supports our main results.

Example 4.7. Let X =R, C=[0,2] and G = (V(G), E(G)) be a directed graph defined by V(G) = C and
(w,s) € E(G) if and only if 0.50 < w # s < 1.70 or w = s € C. In this example, we will present the numerical
results of three possible mappings. Define mappings 71, 72, 73 : C — C, where

2 1
Tw = Earcsin(w -D+1, Tw= gtan(w -D+1, Tw=Jw,
for any w € C. It is easy to show that 73, 7,, and 73 are G-nonexpansive but 73, 7;, and 73 are not non-

expansive because |73w — 73s| > 0.50 = |w — s|, [T2u — Tv| > 0.07 = |u - v|, and |73p - T3q| > 045 = |p - q|
when w =1.95,s = 145, u = 0.08,v = 0.01, p = 0.5, and q = 0.05. Let

5 10 15 20 25 30 35 40 45 5 10 15 20 25 30 35 40 45 5 10 15 20 25 30 35 40
lterations number Iterations number Iterations number

Figure 1: Numerical solution of sequence generated by three comparative methods with operators 73, 73, and 73, respectively.
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_«<,_“‘_'_‘

=

—— o

—

Iterations number lterations number lterations number

Figure 2: Relative error of sequence generated by three comparative methods with operators 77, 73, and 73, respectively.

g -t o1 and p = 25)
g A+ 2 =T

Let {w,} be a sequence generated by (3) and {s,,}, {r;} be the sequences generated by the three-step Noor
iteration (1) and SP-iteration (2), respectively. Example 4.7 shows the convergence behavior of these three
comparative methods with the operators 73, 73, and 73. We choose r; = s; = w; = 1.65 and set the relative error
|G — wl/|w| < 1.00 x 108 as stopping criterion, with {¢,;} being all of the comparative sequences.

All numerical experiments for a fixed-point solution of 73, 73, and 73 by using the three-step Noor
iteration, SP-iteration and M-iteration are shown in Figure 1-3.

Figures 1 and 2 show the numerical solution and relative error behavior of three comparative methods
with operators 77, 72, and 7. It can be seen that all sequences generated by these three methods converge to
w = 1. The errors of these three comparative methods are also decreased to zero when the number of itera-
tions increased. Figure 3 shows the tendency of the asymptotic error constant o for sequence {{;} results from
the formula |{,+1 — 1|/|¢, — 1] of the three-step Noor, SP, and M-iterations. Figure 3 shows that all methods are
linearly convergent. This message is being made more confident by using Definition 4.3.

The asymptotic error constants of three comparative methods with the operators 773, 73, and 73 on Figure 3
show that the M-iteration has the smallest asymptotic error constant in all cases. And, the smaller of asymptotic
error constant gives us the faster convergence of the considering sequence.

Figure 4 shows that the M-iteration consumes the least amount of time while producing results that are
consistent with those obtained earlier. As we evaluate our M-iteration, we observe that by changing only one
parameter, we may improve the method’s convergence rate. The relative error and asymptotic error constants of
the M-iteration impacted by the controlled parameter ), and operators 77, 7>, and 73 are shown in Figures 5 and 6.

We noted from the aforementioned two figures that bringing the parameter n, closer to 1 enhances the
efficiency of our proposed technique for each operator under consideration.

A A e — = — | _e-
-

R e iaiednindnin e e ol el et oy 08 08

°
>

Amplification factor
°

lterations number lterations number lterations number

Figure 3: Convergence comparison of sequence generated by three comparative methods with operators with operators 73, 75, and 73,
respectively.
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Figure 4: CPU times of sequence generated by three comparative methods with operators 73, 73, and 73, respectively.

5 Simulated results for image deblurring and signal recovering
problems

Now, we apply our proposed algorithm to solve image deblurring and signal recovering problems where all
codes were written in Matlab and run on laptop Intel core i5, 16.00 GB RAM, windows 10 (64-bit).

The minimization problem of the sum of two functions is to find a solution of

mi[Rnn{F(w) = f(w) + h(w)},

(26)

where h : R" > R U {»} is the proper convex and lower semicontinuous function, and f: R" - R is the
convex differentiable function, with gradient Vf being L-Lipschitz constant for some L > 0. The solution of
(26) can be characterized by using Fermat’s rule, Theorem 16.3 of Bauschke and Combettes [32] as follows:

lterations Value
3

Iterations Number

lterations Error
3

10

lterations Number

lterations Number

Figure 5: Relative error of sequence generated by the M-iteration impacted with operators 73, 73, and 73 and controlled 1,,.

Amplification factor

=

Iterations Number

°
>

°
>

Iterations Number

lterations Number

Figure 6: Convergence comparison of sequence generated by the M-iteration impacted with operators 73, 7>, and 73 and controlled 17,,.
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w* is a minimizer of (f+ h) if and only if 0 € dh(w*) + Vf(w"),
where oh is the subdifferential of h and Vf is the gradient of f. The subdifferential of h at w*, denoted by
oh(w"), is defined by:
oh(w*) = {u : h(w) - h(w*) 2 (u, w - w*) for all w}.
It is also well known that the solution of (26) is characterized by the following fixed-point problem:
w* is a minimizer of (f+ h) if and only if w* = prox,I - cVf)(w"),

where ¢ > 0, prox,, is the proximity operator of h defined by prox,, = argmin{h(s) + % lw - s|3}, (see [33] for
more details). It is also known that prox,,(I - cVf) is a nonexpansive mapping when c € (0, %).

5.1 Application to image deblurring problems

Let B be the degraded image of the true image W in the matrix form of it rows and 7i columns (B, W € R™*7),
The key to obtaining the image restoration model is to rearrange the elements of the images B and W into the
column vectors by stacking the columns of these images into two long vectors b and w, where b = vec(B) and
w = vec(W), both of length n = mii. The image restoration problem can be modeled in one-dimensional vector
by the following linear equation system:

b = Mw, 27

where w € R" is an original image, b € R" is the observed image, M € R™" is the blurring operation, and
n = mn. In order to solve Problem (27), we aim to approximate the original image, vector b, which is known as
the following least-squares problem:

1
min = |[b - Mw]|, 28)
w 2

where||. ||; is defined by ||w||; = y/Zi-,|w; [2. By setting g(w) as equation (28), we will apply our main results for
solving the image deblurring problem (27) by setting as follows:

Let M € R™" be a degraded matrix and b € R". By applying the M-iteration (3), we obtain the following
proposed method to find the common solution of the image deblurring problem:

n=01- nn)wn + ’]n(wn - ﬂMT(MWn - b)),
S, =T, — uMT(Mr, - b), (29)
Wn+1 = Sp — HMT(MSn - b),

True Image

Figure 7: The original RGB image with matrix size 340 x 354.
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2

UM and {n, } are the sequences in [§, 1 - §] for alln € N and for some & in (0, 1). The proposed

whereu € [0

algorithm (29) is used in solving the image deblurring problem (27) with the default parameter (25) and
u = 1/||MTM]|,. Then, {w,} converges to its solution.

The goal on image deblurring problem is to find the original image from the observed image without
knowing which one is the blurring matrix. However, the blurring matrix M must be known in applying
algorithm (29). The original RGB format for color image shown in Figure 7 is used to demonstrate the
practicability of the proposed algorithm. The Cauchy and relative errors with the stopping criterion of the
proposed algorithms are defined as ||[wp — Wy-1|j» < 1077 and ||[wy — W||»/||W]|l» < 1072, respectively. The perfor-
mance of the comparing algorithms at w, on image deblurring process is measured quantitatively by means of
the peak signal-to-noise ratio (PSNR) defined by:

2
PSNR(Wy) = 201og10[§45—85E],
where MSE = ||w, — w|}} (Figure 8).
Next, we present the restoration of images that have been corrupted by the following blur types:
Type I Gaussian blur of filter size 9 x 9 with standard deviation o = 4 (the original image has been degraded
by the blurring matrix Mp).
Type II Out of focus blur (disk) with radius 7 = 6 (the original image has been degraded by the blurring
matrix Mp).
Type III Motion blur specifying with motion length of 21 pixels (len = 21) and motion orientation 11° (8 = 11)
(the original image has been degraded by the blurring matrix My).

The red-green-blue component represents images W and three different kinds of blurring image B (See
Figure 8). Then, we denote W;,, W,, W}, and B;, By, By as the gray-scale images that constitute the red-green-blue
(RGB) channels of using the image W and the blurring image B, respectively. Thus, we define the column
vectors w = [vec(W}); vec(W,); vec(W;)] and b = [vec(B,); vec(By,); vec(By)] from color images W and B and
both of length n = 3mn. After that, we apply the proposed algorithms in obtaining the solution of deblurring
problem with these three blurring matrices.

Figures 9-11 show the reconstructed RGB image using the proposed algorithms in obtaining the solution of
the deblurring problem with three blurring matrices Mg, My, and M), for 50th, 1,000th, 20,000th iterations. It can
be seen from these figures that the quality of restored image using the proposed algorithms in solving the
deblurring problem obtain the quality improvements for the three different types of the degraded images.

Moreover, the behavior of Cauchy error, relative error, and the PSNR of the degraded RGB image by using
the proposed algorithms with 100,000th iterations is demonstrated. It is remarkable that the Cauchy and
relative error plot of the proposed method is decreased as the number of iterations increased. Thus, the
Cauchy and relative error plot shows the validity and confirms the convergence of the proposed methods.
Based on the PSNR plots shown in Figure 12, their graphs are also increased as the number of iteration is

Figure 8: The original RGB image degraded by blurred matrices Mg, Mo, and My, respectively.
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Figure 9: The reconstructed images being 50th, 1,000th, and 20,000th used iterations of the RGB image degraded by blurred
matrices Mg.

Figure 10: The reconstructed images being 50th, 1,000th, and 20,000th used iterations of the RGB image degraded by blurred
matrices Mp.

Figure 11: The reconstructed images being 50th, 1,000th, and 20,000th used iterations of the RGB image degraded by blurred
matrices M.

increased. Through these results, it can be concluded that the proposed algorithm produces the quality
improvements of the three different types of the original RGB image degraded by the blurring matrices
Mg, Mo, and MM.

5.2 Application to signal recovering problems

In signal processing, compressed sensing can be modeled as the following under the determinated linear
equation system:



DE GRUYTER Convergence analysis of M-iteration for G-nonexpansive mappings = 17

3

e Mg wevvennnns M|
M,

- - -My

3
S

—M,

s

PSNR quality of RGB channel

Relative figure norm on RGB channel
’,
,

Maximum Cauchy norm on RGB channel
3

12 3 4 5 6 7 8 9 10 12 3 4 5 6 7 8 9 10 1+ 2 3 4 5 6 7 8 9 10
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Figure 12: The Cauchy norm, relative figure norm, and PSNR quality plots of the proposed algorithms in all cases of degraded RGB
images.

y = Aw + v,

where w € R" is an original signal with n components to be recovered, v, y € R™ are noise and the observed
signal with noisy for m components, respectively, and A € R™*" is a degraded matrix. Finding the solutions of
the previously determinated linear equation system can be seen as solving the Lasso problem:

1
min |y - AW + Altwlh, (30)
WER

where A > 0. As a result, various techniques and iterative schemes have been developed to solve the Lasso
problem. We can apply the minimization problem of the sum of two functions with our method (3) for solving
the Lasso problem (30) by setting 7w = prox; (w - AVf(w)), where f(w) = %Hy - Aw|}, g(w) = A||wl};, and
Vf(w) = AT(Aw - y). And applying the M-iteration (1.3), we obtain the following proposed method to find the
solution of the signal recovering problem (30):

rn = (1 - nn)wn + r)nproxxg(wn - HAT(AWH - Y)),

$n = Prox, (1, - uA (Ar, - y)), 3D

Wi = prOXAg(Sn - llAT(Asn - Y)),

where u €

0, m] and {n,} are the sequences in [6,1 - 6] for all n € N and for some § in (0, 1).

Next, some experiments are provided to illustrate the convergence and the effectiveness of the proposed
algorithm (31). The original signal w with n = 1,024 in Figure 10 generated by the uniform distribution in the
interval [-2, 2] with 70 nonzero elements is used to create the observation signal y; = Aiw + v;, i = 1, 2, 3 with
m = 512 (Figure 13).

The observation signal y; is shown in Figure 14.

The degraded matrixes 4; that generated by the normal distribution with mean zero and variance one and
the white Gaussian noise v; for all i = 1, 2, 3 (Figure 15).

The process is started when the signal initial data wy, with n = 1,024 being picked randomly (Figure 16).

The parameters &,, 0,, and 17, on an implemented algorithm (31) in solving the signal recovering problem
are set as equation (25) and u = 1/||ATA|l;. The Cauchy error and the relative signal error are measured by
using max-norm |[w, — W1/l and ||[w, — W||«/||W||~, respectively. The performance of the proposed method at
nth iteration is measured quantitatively by the means of the signal-to-noise ratio (SNR), which is defined by:

_ [[Wall2
SNR(wy) = 201og,, W — Wi |
n

Figure 13: Original signal (w) with 70 nonzero elements.
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Figure 17: Cauchy error, signal relative error and SNR quality of the proposed methods in recovering the observed signal with 100,000th.

where wy, is the recovered signal at nth iteration by using the proposed method. The Cauchy error, signal relative
error, and SNR quality of the proposed methods for recovering the degraded signal are shown in Figure 17.

It is remarkable that the Cauchy’s error plot of the proposed method decreases as the number of iterations
increases. And the signal relative error plot will decrease until it converges to a constant value. Thus, the
Cauchy and relative error plots show the validity and confirm the convergence of the proposed methods. For
the SNR quality plot, it can be seen that the SNR value increases until it converges to a constant value. Through
these results, it can be concluded that the solution of the signal recovering problem solved by the proposed
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Figure 18: Recovering signals based on SNR quality for the degraded signal with operator A; and noise v;.
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Figure 19: Recovering signals based on SNR quality for the degraded signal with operator A, and noise v,.

algorithm gets the quality improvements of the observed signal. Figures 18-20 shows the restored signal by
using the proposed algorithms with the group of operator and noise 4; and v;,i = 1, 2, 3.

The improvement of SNR quality for the recovering signals based on 5,000th, 10,000th, and 20,000th
number of iterations is also shown in Figures 18-20. It can be seen from these figures that the quality of
recovering signal using the proposed algorithms in solving the signal recovering problem gets the quality
improvements for the three different types of the degraded signals.

6 Conclusion

In this article, we have proved weak and strong convergence theorems of the M-iteration method for G-non-
expansive mapping in a uniformly convex Banach space with a directed graph. Also, we have proved the weak
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Figure 20: Recovering signals based on SNR quality for the degraded signal with operator A3 and noise vs.

convergence theorem without using Opial’s condition (see Theorem 3.4). The conditions for convergence of the
method are established by systematic proof. The M-iteration algorithm was found to be faster than the Noor
and SP iterations for the class G-contraction mappings (see Theorem 4.6). A numerical example illustrating the
performance of the suggested algorithm was provided. All numerical experiments for a fixed-point solution by
using the M-iteration, the three-step Noor iteration, and the SP-iteration methods with the three operators are
shown in Figures 1-4. The M-iteration technique was shown to be more efficient than the three-step Noor
iteration and the SP-iteration approaches. As applications, we applied the M-iteration algorithm to solve the
image deblurring problems (Figures 7-12). We also apply the M-iteration algorithm for solving signal recovery
in situations where the type of noise is unknown (Figures 13-17). We found that the M-iteration algorithm is
flexible and has good quality for use with common types of blur and noise effects in image deblurring and
signal recovery problems.
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