DE GRUYTER Demonstratio Mathematica 2023; 56: 20220193

Research Article

Mohamed Jleli*

On the existence of nonnegative radial
solutions for Dirichlet exterior problems on
the Heisenberg group

https://doi.org/10.1515/dema-2022-0193
received September 7, 2022; accepted December 30, 2022

Abstract: We investigate the existence and nonexistence of nonnegative radial solutions to exterior pro-
blems of the form Aymu(q) + AY(@)K(r(q))f r*~%q), u(q)) = 0 in Bf, under the Dirichlet boundary condi-
tions u = 0 on 0B; and lim,4)_u(q) = 0. Here, A > 0 is a parameter, Ay~ is the Kohn Laplacian on the
Heisenberg group H™ = R?™*1, m > 1, Q = 2m + 2, B, is the unit ball in H™, Bf is the complement of By, and

Y(q) = lf(;) Namely, under certain conditions on K and f, we show that there exists a critical parameter
A* € (0, co] in the following sense. If 0 < A < A*, the above problem admits a unique nonnegative radial
solution u,; if A* < co and A > A*, the problem admits no nonnegative radial solution. When 0 < A < A*, a
numerical algorithm that converges to u; is provided and the continuity of u, with respect to A, as well as the
behavior of u; as A — A*~, are studied. Moreover, sufficient conditions on the the behavior of f(t,s) as
s — oo are obtained, for which A* = co or A* < co. Our approach is based on partial ordering methods and

fixed point theory in cones.
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1 Introduction

This article is concerned with the study of nonnegative radial solutions to Dirichlet exterior problems of
the form

Apru(q) + AP@OK(r(@)f - Uq), u(9)) =0, q € By,

u(q) =0, gq € 0By, (1.1)
lim u(q) =0,
Iqlym—co

where A > 0 is a parameter, Ay is the Kohn Laplacian on the Heisenberg group H™ = R?™1 m > 1,
Q = 2m + 2, B, is the unit ball in H™, i.e.,

B, = {q =(z, 1) eH™: r(q) = gk~ = (|Z|4 + 1'2)% < 1}’
|z P
@’
(H1) The function f: [0, 1] x [0, 00) — [0, 00) is continuous.

(H2) For allt € [0, 1], the function f(t, -) : [0, c0) — [0, c0) is concave.

By is the complement of By, and (q) =

Problem (1.1) is investigated under the following conditions:
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(H3) There exists o > 0 such that
f(t,0) >0, tel0,1].

(H4) The function K : [1, co) — (0, co) is continuous, and K(r) ~ r¥, as r — co, where u < -Q.

Namely, we show that (1.1) admits a critical value A* € (0, co] in the following sense:
e For all 0 < A < A%, (1.1) admits a unique nonnegative radial solution u, (i.e., ux(q) = ur(|gxlm));
e If I* < 00 and A > A*, then (1.1) has no nonnegative radial solution.

When 0 < A < A*, a numerical algorithm that converges to u; is provided, and the continuity of u; with
respect to A as well as the behavior of u; as A — A*~ are investigated. Moreover, we obtain sufficient
conditions on behavior of f(t,s) as s — oo, for which A* = co or A* < co. Our techniques for proofs are
based on partial ordering methods and fixed point theory in cones.

In the Euclidean case, the existence of positive solutions for problems of type

Au+ f(x,u)=0, xeQ,

u(x) =0, xe€aQ,

lim u(x) =0,

|x|—>00
where Q is an exterior domain of RV, has been investigated by several authors via different approaches as
follows: variational methods (see, e.g., [1-5]), the method of sub- and supersolutions (see, e.g., [6-10]),
index theory and the cone expansion fixed point theorem (see, e.g., [11-15]), and the shooting method (see
e.g. [16,17]).

In the context of the Heisenberg group, the existence of solutions for nonlinear problems involving the
Kohn Laplacian, posed in H™ or in a bounded domain of H™, was investigated by several authors via
variational methods (see, e.g., [18-23] and the references therein).

On the other hand, due to the lack of compactness in many nonlinear problems appearing in theory and
applications, which makes the use of topological methods and variational methods so difficult, since the
beginning of the 1980’s, Guo et al. have developed various partial ordering methods for studying nonlinear
problems without using compactness conditions. By using some inequalities related to some ordering, they
have obtained several fixed point results for monotone or mixed monotone operators. For more details, see,
e.g., [11,24-30] and the references therein.

Motivated by the above contributions, the existence of nonnegative radial solutions to problem (1.1) is
investigated via partial ordering methods.

The rest of the article is organized as follows: in Section 2, we briefly recall some notions related to the
Heisenberg group and present our main results; in Section 3, we collect the mathematical tools needed for
the proofs of our results; and finally, the proofs are given in Section 4.

2 Main results

First, let us recall some notions related to the Heisenberg group. For more details, see, e.g., [31].
The Heisenberg group, denoted by H™ (m is a positive natural number), is identified to the Euclidean
space R?™+! with the group law ° defined as follows:

n
qoq = (x +xy+y,T+1T + ZZ(Xiyi/ - %Xi'))»
i=1
where

q=(z1)=0,Y,7T) = X, ...;Xms Vis - sV T)>

g =, 1)= Y, 1) = O, X Vs ooV T
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In H™, we define the norm
lghm =z * + )%, q=(z,7) eH™, 1)

where |-| is the Euclidean norm in R>™,
Fori=1,..., m, consider the vector fields

i) ) i) )

Xi=—+2—, Yi=—-2¢—
b y’ar Yooy ‘or

>

and the associated Heisenberg gradient
V[H'“ = (X], e ,Xm, Yl, ceey Ym).
The Kohn Laplacian Ay~ is then the operator defined by
m
Apym = Z(Xiz +¥7).
i=1

Let A:qeH™— Aq = (4, ... Aynq) be a C! vector field. The Heisenberg divergence of A is defined as
follows:

divymA(q) = iXi(qu) + iYi(Aqu), geH™
i=1 i=1
For @ € C3(H™), we have
divyyn( Vyyn®) = Ayyn.
Let u be a radial regular function, i.e., for all g = (z, ) e H™,
u(g) = u(r(@), (@) =r(z 1) = (zI* + ).
Then,

duta) = @) + L tu), 2.2

Iz

where Q = 2m + 2 and Y(q) = T
Since we are interested in radial solutions to (1.1), we assume that u(q) = u(r(q)) and r(q) = r(z, 7) =
(Iz* + )4, so that (by (2.2)) u solves

u'(r) + gu’(r) +AKMFTF*u@r) =0, r>1,

u(1) = 0, (2.3)
lim u(r) = 0.

r—oo

Next, after changing variable u(r) = v(r>-?) = v(t), elementary calculations show that (2.3) reduces to

{v"(t) + AOFE,vE) =0, 0<t<l,

v(0) =v(1) =0, (2.4)

where

2Q-2

h(t) = tﬁK(tﬁ) >0, 0<t<l.

Remark 2.1. Under condition (H4), it holds that h € L'((0, 1)) n C((0, 1]).
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Taking in consideration Remark 2.1, by standard arguments, we can show that, if (H1) and (H4) are
satisfied, then for all A > 0, the following statements are equivalent:
(i) vy € €([0,1]) n C3((0, 1)) is a solution to (2.4).
(ii) vy € C(]0, 1]) is a solution to the following integral equation:

1
() = AIG(t, SRS (s, v(s)ds, 0<t<1, 2.5)
0
where
s -1t) ifo<s<t<l,
Glt, s) = {t(l -s) ifo<t<s<l. (26)

Our main results are given by the following theorems.

Theorem 2.1. Suppose that conditions (H1)-(H4) are satisfied. The following statements hold:
() There exists a critical parameter A* € (0, co] satisfying:
(a) For all 0 < A < A%, (2.5) admits a unique nonnegative solution vy € C([0, 1]).
(b) If X* < o0, for all A > A*, (2.5) has no nonnegative continuous solution.
(I) Let 0 < A < A*. Then, the sequence

VA(O) = O,

0™ (
=0 VM) = A IG(t, S (s, v D(s)ds, O0<t<l n=1
0

converges uniformly to v, i.e.,

lim max|v,(t) — vy(t)] = 0.

n—oo00<t<1
(III) Forall0 < Ay < A%,

lim  max|vy(t) — v, (t)| = 0.
A—Ao, A>00<t<1

(IV) IfO <A < A < A%, then
vat) <vp(t), 0<t<l, and vy # v,

(V) lim maxv,(t) = oo.
A—-A0<t<1

Theorem 2.2. Suppose that conditions (H1)—(H4) are satisfied.

(D) Iflims_ oo SUPo<t<i’ &2 = 0, then A* = co.

s

(I) If there exist c, S > O such that

ft,s)=cs, 0<t<1, s>8,

then A* < co.

Below are some examples of functions f satisfying conditions (H1)—(H3).
o Let

k
ft,s) =a®) + YasP, 0<t<1l, s20,
i=1

where k > 1, a € C([0, 1]), ming<;1a(t) > 0, @; > 0, and 0 < p; < 1, for alli =1, 2,..., k. Then, (H1)-(H3)
are satisfied with o = ming;;a(t).
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o Let
f(t,s) = arctan(a(t) +s), 0<t<1, s=0,

where a € C([0, 1]) and ming<;<;a(t) > 0. Then, (H1)-(H3) are satisfied with ¢ = arctan(ming.;<;a(t)).
Note that in this case, we have

lim sup f&.s) =

s—oog<t<t S

0.

Hence, by Theorem 2.2-(I), A* = co.
o Let

flt,s) =In(a(t) +s)+s, 0<t<l, s>0,

wherea € C([0, 1]) and ming.;<;a(t) > 1. Then, (H1)—(H3) are satisfied with o = In(ming;<;a(t)). Moreover,
we have

f(t,s)=s, 0<t<1, s>0.

Hence, by Theorem 2.2-(II), A* < co.
e Let

t
t-x)lax,s)dx +b ifO0<t<1, s>0,
s - !( yagx, 5)

b ift=0, s>0,

wherea, b > 0, a : [0, 1] x [0, 00) — [0, co) is continuous, and a(x, -) : [0, c0) — [0, co) is concave for
all x € [0, 1]. Then, (H1)-(H3) are satisfied with o = b.

3 Preliminaries
Let (E, ||-|) be a Banach space over R. We denote by Og the zero vector in E.

Definition 3.1. Let C ¢ E be a nonempty closed convex subset of E (C # {Og}). We say that C is a cone in E,
if the following conditions are satisfied:

i) xeC,A>20 => AxeC.

(i) x,x € C = x = 0.

Moreover, if ¢+ J, we say that C is a solid cone.

Let C be a cone in E. We define the partial order < in E by
Xy & y-xe(C, forall x,yeckE.
Ifx,y € E, x <y, and x # y, we denote x<y. If C is solid and for x,y e E,y — x € é‘, we denote x < y.
Definition 3.2. Let C be a cone in E. We say that C is normal, if there exists a constant k > 0 such that for all
x,y€E,
Op <x=<y = x| <kiyl.

Clearly, if k exists, then k > 1.

Let C be a cone in E and e € C\{Og}. Let
E.={xeE:3n>0,-ne<xx<ne}
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and

Ixlle = inf{n > 0 : -ne < x < ne}, x e kE.

Lemma 3.1. [29] Assume that C is normal. Then

(i) (Ee, I-lle) is a Banach space.

(ii) There exists M > O such that || x| < M||x|., for all x € E,.
(iii) Let C, = C N E,. Then C, is a normal solid cone in E,, and

éez{ere:EIT>0,X>Te}={er:EIn>T>O,Te<x<ne}.

(iv) Ife € C (C is solid), then E, = E and ||| ~ ||-|le.

Definition 3.3. Let D be a nonempty convex subset of E and A : D — E be a given operator. Let C be a cone
in E. We say that A is concave, if

A(nx + A1 - ny) = nAx + 1 - Ay, ne€(0,1),x,y €D.

Lemma 3.2. [29] Let C be a normal solid cone and A : C — C be a concave operator satisfying

OE < AOE
Then,
(i) there exists 0 < A* < co such that, for 0 < A < A*, the equation
u = AAu (3.1

admits a unique solution u, € C. If A* < oo, for all A > A*, (3.1) has no solution in C;
(i) if0 < A < A%, then, for any u® € C, the sequence u\ = AMu\"" (n = 1,2,..., u” = u®) converges to u;
(iii) the function u. : A € [0, A*) — u, € C is continuous and strongly increasing, i.e.,

0<h<h<A = uy <uy,

(iv) limy_p-[luall = co;
(v) if there exist Ao > 0 and vy € C such that vy > ApAvy, then Ay < A*.

For more details on fixed point theory in cones, see also [11] and the references therein.
Lemma 3.3. Let F : [0, co) — [0, c0) be a concave function. Then, F is increasing.

Proof. Let0 <x<y,0<n <1 andy, = Ly - %X' Then, y, > x andy = nx + (1 - '1))’,1- Since F is con-

1-n 1
cave, we obtain
F(y) > nF(x) + (1 - pF(y,) > nF(x).

Passing to the limit as B — 1, it holds that F(y) > F(x). This completes the proof. O

4 Proofs of the main results
4.1 Proof of Theorem 2.1

Let E = C([0, 1]) be the Banach space equipped with the norm

lull = max|u(t)|, u €E.
0<t<1
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Let P = C*([0, 1)), i.e.,
P={ueC(0,1]) : u(t) 20,0 <t <1}
Then, P is a normal solid cone with
P={uec(o,1]):ut)>0,0<t<1}. (4.1)
Let < be the partial order in E induced by P, i.e.,
u<v © ult)<v(t), 0<t<1, forallu,veekE.

Let us introduce the operator A : P — P defined as follows:
1
(Av)(t) = IG(t, S)h(s)f(s,v(s))ds, O0<t<l, veP.
0

Note that form (H1)-(H4), it is not difficult to show that A(P) c P. Moreover, from (H2), it follows that A is a
concave operator (with respect to the partial order <). Then, in order to apply Lemma 3.2, we have to check
whether O « AOg, where O is the zero function in [0, 1]. Unfortunately, it is not the case. Namely, we have

1
(AOE)(E) = IG(t, Sh(s)f(s, 0)ds, O<t<l,
0

Hence, by (2.6),
(A0g)(0) = 0,

which implies by (4.1) that AOg ¢ P. Hence, to overcome this difficulty, we have to find an adequate, solid
normal cone C ¢ P such that A(C) c C and O <« AOQg. Let

1
e(t) = IG(t, Sh(s)ds, 0<t<1.
0

We can show easily that e € P and e # Og. Let
E.={ueC(0,1]) : In > 0, -ne(t) < u(t) <ne(t),0 <t <1}
and
lulle = inf{n > 0 : —ne(t) < u(t) <ne(t),0<t<1}, ucek,.
LetC=PnE,i.e.,
C={uecC(0,1]): In>0,0 < u(t) <ne(t),0<t<1l
From Lemma 3.1, we know that (E, ||-|l.) is a Banach space and C is a normal solid cone in E, with
C={uckE :3r>0,ult)>Te(t),0 < t<1} (4.2)
We claim that
A(P) c C. (4.3)
Let u € P. We have

1
(Au)(t) = IG(t, s)h(s)f (s, u(s))ds, O0<t<l.
0

Since s — f(s, u(s)) is continuous and nonnegative in [0, 1] (by (H1)), then

0 < M = maxf(s, u(s)) < oco.
0<s<1
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Moreover, since f(s, -) : [0, c0) — [0, 00) is concave (by (H2)), then by Lemma 3.3, f(s, -) is increasing.
Hence, by (H3), forall0 < s <1,

0<o<f(s,0)<f(s,uls) <M,
which yields
0 <M< oo.

Next, we deduce that

1
0 < (Au)(®) < MIG(t, Sh(s)ds = Me(t), 0<t<1,
0

which proves (4.3). Hence (since C c P), A : C — C is well-defined. Moreover, for all 0 < t < 1, it follows
from (H4) that

1 1
(405,)(®) = (A0R)(D) = IG(t, () (s, 0)ds > UIG(t, $)h(s)ds = oe(t),
0 0

which yields by (4.2) AOg, € C,ie.,
OEe < AOEE

Now, all the assumptions of Lemma 3.2 are satisfied for the operator A : C — C. Then, by Lemma 3.2-(i), we
deduce the existence of A* € (0, co] satisfying the following conditions:

(a) for all 0 < A < A%, (2.5) admits a unique solution v, in C;

(b) if A* < oo, for all A > A%, then (2.5) has no solution in C.

Note that the above results were obtained in C. We claim that the following statements are equivalent:
(A) v, is a solution to (2.5) in C.
(B) v, is a solution to (2.5) in P (i.e., v; is a nonnegative continuous solution in [0, 1]).

Observe that (A) = (B)is immediate since C ¢ P. So, we have to show only that (B) = (A). Let us suppose
that v is a solution to (2.5) in P. Then, by (4.3), vy = AAv; € AC ¢ C (since A > 0 and C is a cone). Hence, the
equivalence between (A) and (B) is proved. Therefore, part (I) of Theorem 2.1 follows from (a), (b), and (A) &
(B). Part (II) of Theorem 2.1 follows from Lemma 3.2-(ii) with u(® = 0. Part (II) of Theorem 2.1 follows from
Lemma 3.2-(iii) (namely, form the continuity of the function u. : A € [0, A*) — u, € C). Again, by Lemma

3.2-(iii), if 0 < A < A < A%, then vy, — vy, € G, ie., (by (4.2)), there exists T > 0 such that
V() —va(t) = Te(t), O0<t<l.

Since e € P and e # O, it holds that v,,(t) > vy (t), for all 0 < t < 1, and v,, # v,,. This proves part (IV) of
Theorem 2.1. Finally, part (V) of Theorem 2.1 follows from Lemma 3.2-(iv).

4.2 Proof of Theorem 2.2

We continue to use the notations introduced in the proof of Theorem 2.1.
(I) Suppose that

lim sup f&s) =

s—oop<t<1 S

0.

Then, for any A > 0, we can take p sufficiently large such that

flt,p) <(AH)p, 0<t<1, (4.4)
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where H = %llhll 0,1 > 0. On the other hand, it is not difficult to show that
e(t)<H, 0<t<l1.
Let
u(t) = Hlpe(t), O0<t<l.

(4.5)

Then, p € C. Using (4.4), (4.5), and the fact that f(s, -) : [0, c0) — [0, 00) is an increasing function, we

obtain

1
AAp)(t) = A IG(f, S)h(s)f (s, u(s))ds
:
2 IG(t, Sh(s)f (s, Hlpe(s))ds
;
<2 IG(t, () (s, p)ds
0

1
< AQH) 1 IG(t, s)h(s)ds
0

= Hlpe(t)
= u(t),

forall O < t < 1, which yields AAu < u. Hence, by Lemma 3.2-(v), it holds that A < A*. Therefore, since A > 0

is arbitrary, we deduce that A* = co. This proves part (I) of Theorem 2.2.
(II) Suppose that there exist ¢, S > 0 such that

f(t,s)=cs, 0<t<1, s>S8.

We claim that there exists v > 0 such that

S _<v, 0<t<1,5>0.

ft,s) = S

Note that from (H3) and the fact that f(¢t, -) : [0, co) — [0, 00) is an increasing function, we have

0<

f(t,s)=f(t,0)>0>0, 0<t<1, s=0.

Then,

0< <

s
ft,s) o
Hence, it follows from (4.6) and (4.8) that

0<

smax{l,i}, 0<t<1 s=0.
c o

S
f(t,s)

Therefore, (4.7) is proved with v = max{%, g} > 0. Consider now the boundary value problem

—u'(t) = yh(®)F(t, u(t)), O0<t<1,
u(0) =u(1) =0,

where y > 0 is a parameter and

F(t,s)=s+1, 0<t<l1, s=>0.

(4.6)

(4.7)

(4.8)

(4.9)
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We can show easily that F satisfies (H1)-(H3). Then, by Theorem 2.1, there exists a critical value y* € (0, co]
such that (4.9) admits a unique solutionu, > 0, forall0 < y < y*. Let0 <y, < y* be fixedand u = u,, > O be
the corresponding unique solution to (4.9). Let 0 < A < A* and v, € C([0, 1]) be the unique solution to (2.5).
Then, v, solves the boundary value problem (2.4). Multiplying the first equation in (2.4) by u and integrating
over (0, 1), we obtain

1 1

—jv,{’(t)u(t)dt - Ajh(t)f(t, (OO,
0

0

Integrating by parts, it holds that

1 1

—IVA(t)u"(t)dt _A f hOF(E, viO))u(t)dt.
0

0

Hence, by (4.9), we obtain
1 1
yojh(f)(u(t) + Dyy(t)dt = Ajh(t)f (t, (®))u(H)dt,
0 0
which yields
1
Ih(t)[yo(u(t) + Dwa(t) = Af (¢, va))u(t)] = 0. (4.10)
0

We claim that there exists O < ty < 1 such that
Yo(u(to) + Dva(to) — Af (to, va(to)u(to) = 0. (4.11)
Suppose that, forall 0 < t < 1,
Yolu(t) + Dwa(t) — Af(t, va(t))u(t) # 0.

Then, by continuity, we deduce that

Yow(®) + Dwa(t) — Af(t, (O))u(t) >0, O0<t<1
or

Yolu(t) + Dwva(t) = Af(t, a(t)u(t) <0, O <t< 1.
Since h € C((0, 1]), in both cases, we deduce by (4.10) that h(t) = O, for all 0 < t < 1, which contradicts the
fact that h(t) > 0, for all O < t < 1. Therefore, (4.11) holds. On the other hand,

1 1
u(ty) = yOIG(tO, Sh(s)F(s, u(s))ds = yOJ-G(to, S(s)ds = yee(to) > O.
0 0

Hence, by (4.11), we obtain

1o (yo(u(to) +1) o)
u(t) ) f(to, vato))’

Next, using (4.7), we deduce that

1< Vo(u(to) + 1)
B u(to)

W)+ This proves part (II) of Theorem 2.2.

Since A is arbitrary, it holds that A* < )
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