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Abstract: The existence of a.e. monotonic solutions for functional quadratic Hammerstein integral
equations with the perturbation term is discussed in Orlicz spaces. We utilize the strategy of measure of
noncompactness related to the Darbo fixed point principle. As an application, we discuss the presence of
solution of the initial value problem with nonlocal conditions.
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1 Introduction

This article is dedicated to examine the presence of solutions for the functional quadratic integral
equation:

b
x(t) =h(®) + £ x@®) + H| A x@)) - I K(t,s)g(s,x(s))ds |, tel[a,b]. o))

It is helpful to find solutions in Orlicz spaces, when we deal with some problems involving strong
nonlinearities in which either the growth of the functions f; or the kernel K is not polynomial (of
exponential growth, for instance), then discontinuous solutions are expected. This is motivated by some
mathematical models in physics and statistical physics [1-3]. The considered thermodynamic problem
leads to the integral equation with exponential nonlinearities of the form

x(t) + j k(t,s)expx(s)ds = 0.
I

Additionally, the continuous solutions for the quadratic integral equation of Chandrasekhar type [4,5]
seem to be inadequate for integral problems and lead to several restrictions on the considered functions,
then discontinuous solutions are imperative (see also some comments in [6]). Let us also note that the
solutions in Orlicz spaces are also studied in the case of partial differential equations (see [7,8] for
instance).

Recall that, we started in [6] to solve quadratic integral equations in Banach-Orlicz algebras. It means
that we have some additional properties of solutions, but with conditions stronger than that in this article.
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In [9,10], the authors extend the results in [6] to arbitrary Orlicz spaces which are not necessary Banach
algebras using different sets of assumptions controlling the intermediate spaces. The authors in [11]
discussed the quadratic functional-integral equations in Orlicz spaces L,, for ¢ satisfying A,-condition. The
solutions for the Volterra integral equation in generalized Orlicz spaces (Musielak-Orlicz spaces) were
studied in [12], see also [13].

The presented class of Orlicz spaces permits us to include the case of Lebesgue spaces L, for p > 1as a
special case. The key point is to dominate optimally the acting, continuity, and monotonicity conditions
for the considered operators between the target spaces, which was not sufficiently utilized in previous
studies such as [14].

As an application of our results, we will discuss the solvability of the initial value problem (IVP)

b
dy(t) dy (t) dy(®) dy(s)
T—h(t)ﬂ‘a(t, 2 j +h t,fl(t, 2 j jK(t,s)g(s, - jds @

with nonlocal condition

y(m=By(), tel0,1), {e(0,1], B#1 3)

The IVP for ordinary differential equations has applications in various regions, for example, in physics and
different areas of applied mathematics such as theory of elasticity (see [15-17]) and has the preferable
effect with nonlocal conditions than the initial or Darboux conditions.

The results displayed in this article are motivated by unifying some known results for particular cases of
equation (1) in one proof and will extend them to general functional quadratic Hammerstein integral equations
with linear perturbation of second kind in Orlicz spaces on the bounded interval. We use the strategy of
measure of noncompactness with the Darbo fixed point principle to prove the existence of a.e. monotonic
solution of the considered problems. The solution of IVP (2) with nonlocal condition (3) is also examined.

2 Preliminaries

Let R be the field of real numbers and I be an interval [a, b] ¢ R. Assume that (E, ||-|) is an arbitrary
Banach space with zero element 8. The symbol B, stands for the closed ball centered at 8 and with radius r
and we will recall the space by the notation B, (E). If X is a subset of E, then X and conv X denote the
closure and convex closure of X, respectively.

Next, we give some lemmas and theorems in the Orlicz spaces theory (cf. also [2,18]). Let M and N be
complementary N-functions, i.e., N (x) = supyso(xlyl - M (x)), where M: [0, +co) — [0, +c0) is contin-

uous, convex and even with limxﬂo@ =0, limxﬁm@ =coand M(x) >0if x>0 M(u) =0 u=0)
([2, p. 9]). The Orlicz class, denoted by Oy, consists of measurable functions x: I — R for which
p; M) = L M (x(t))dt < co. We shall denote by Ly (I) the Orlicz spaces of all measurable functions
x: I - R for which

Iy = inf IM(&]ds <1t
>0 &
1

Let Ey; (I) be the closure in Ly (I) of the set of all bounded functions. Note that Ey; € Ly € Op.

If M satisfies the A,-condition, i.e., there exist w, t; > 0 such that for t > t,, we have M (2t) < wM (t),
then we have Ey = Ly = Oy.

Now, we present the definition of a regular measure of noncompactness: we indicate by Mg the family
of all nonempty and bounded subsets of E and ANg its subfamily consisting of all relatively compact
subsets.
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Definition 2.1. [19] A mapping u: Mg — [0, oo)is called a measure of noncompactness in E if it satisfies
the following conditions:
(i) uX) =0 & X € N
(i) X cY = uX) < uy).
(ili) u(X) = p(conv X) = u(X).
(iv) uAX) = A uX), for A € R.
W) X + V) < uX) + p).
(vi) p(Xu Y) = max {uX), p(V)}
(vii) If X, is a sequence of nonempty, bounded, closed subsets of E such that X,,,; ¢ X;,n=1,2,3, ---, and
lim, oo (Xy) = 0, then the set X, = NR,X, is nonempty.

It is well-known that the Hausdorff measure of noncompactness [19] is defined by:

By (X) = inf{r > O: there exists a finite subset Y of E such that Xc Y + B, }

for nonempty and bounded subsets of X ¢ E.
For any € > 0, let ¢ be a measure of equiintegrability of the set X in Ly (I) (cf. Definition 3.9 in [20]
or [21]):

cX) =1lim < sup | sup{lxxpll,n} | ¢

=0 | mes D<e| xeX

where y, denotes the characteristic function of a measurable subset D c I.
It forms a regular measure of noncompactness if restricted to the family of subsets being compact in
measure in a class of regular ideal (or Orlicz) spaces (cf. [21]).

Lemma 2.1. [21, Theorem 1] Let X be a nonempty, bounded and compact in measure subset of an ideal
regular space Y. Then,

By (X) = c(X).

Theorem 2.1. [19] Let Q be a nonempty, bounded, closed and convex subset of E and let V: Q — Q be a
continuous transformation which is a contraction with respect to the measure of noncompactness y, i.e., there
exists k € [0, 1) such that

uVx) < kuX,
for any nonempty subset X of E. Then, V has at least one fixed point in the set Q and the set of all fixed points

for Vis compact in E.

Definition 2.2. [22] Assume that a function f: I x R — R satisfies Carathéodory conditions, i.e., it is
measurable in t for any x € R and continuous in x for almost all ¢t € I. Then, to every function x (t) being
measurable on I we may assign the function

F)) = ft,x(@), t el
The operator Fy is said to be the superposition (Nemytskii) operator generated by the function f.
Lemma 2.2. [2, Theorem 17.5] Assume that a function f: I x R — R satisfies Carathéodory conditions.
Then,
My (f (s, x)) < a(s) + bM; (x),

where b > 0 and a € Ly(I), if and only if the superposition operator Fy acts from Ly, (I) — Ly, ).
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Lemma 2.3. Assume that a function f: I x R — R satisfies Carathéodory conditions. The superposition
operator F; maps Ey(I) — Eg(I) is continuous and bounded if and only if

If (s, x)| < m(s) + blx|,

where b > 0 and m € Ly (I) in which the N-function ¢ (x) satisfies the A,-condition.
Proof. Putting the N-functions M; = M, = ¢p and m(s) = ¢~'(a(s)), wherea € L,(I) in [2, Theorem 17.6]. 0O

Let S = S(I) stand for the set of measurable (in Lebesgue sense) functions on I and let meas denote the
Lebesgue measure in R. Identifying the functions equal almost everywhere the set S furnished with the
metric

d(x,y) = inf[a + meas{s: |x(s) — y(s)| > a}]
a>0
be a complete metric space. Moreover, the convergence in measure on I is equivalent to the convergence

with respect to the metric d (cf. Proposition 2.14 in [20]). The compactness in such a space is called a
“compactness in measure”.

Lemma 2.4. [6] Let X be a bounded subset of Ly (I). Assume that there is a family of measurable subsets
(Q)o<i<p—q Of the interval I such that meas Q; = 1 for every l € [0, b — al, and for every x € X, x () > x (&),
(tt € Qi & ¢ Q). Then, X is compact in measure in Ly (I).

3 Main results

Rewrite equation (1) as
x(t) = B(x)(¢),
where

Bx)=h+Fg(x) + Ax), AMX)(t) = FyFKF; (x)(t)

such that
b
FEx)(t) =g, x(t)), Fr,=fi(s,x(s)),i=1,2,3 and Kox(t) = I K (t, s)x(s)ds.

Note that L,-spaces can be treated as Orlicz spaces L, = Ey,, where the N-function M), = % satisfies
the A,-condition, which will be useful in the next theorem.
First, equation (1) shall be examined under the following assumptions.
Let % + é =1 and assume that ¢ is an N-function which satisfies A,-condition and that:
(i) h € E,(I) is nondecreasing a.e. on I;
(i) g,fi: I xR — R satisfy Carathéodory conditions and g (t, x), f; (t, x) are assumed to be nondecreasing

with respect to both variables t and x separately, fori =1, 2, 3;
(iii) There exist constants b; > 0, j =1, --- 4 and positive functions a, € Li(I), a; € L,(I) such that

fitt, )l <a(t) + bilx|, i=1,2,3
and

g (¢, X)IP < a4 (t) + by (Ix]);
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(iv) Assume that function K is measurable in (¢, s) and assume that the linear integral operator K, with
kernel K(t,s) maps Ly, (I) into Ly (I), s+ |K(-8)| € Ly, (D), k(t) =1|K(t,-)| € Loo(I) and Ko is
continuous with a norm

1/q
IKollL,, = esssup¢er I K (¢, s)7ds |
I
W) [ K(t,9)ds > [ K6, )ds for ti, € I with < &3

(vi) Letr <1 be a positive solution of the equation
Ihlly + lazlly + llasly + byt + by(larlly + brr)-IKollL,, (|| aalle, + bar)P = .

Proposition 3.1.
(a) Suppose the N-function ¢ satisfies the A,-condition, then F;, Fy, i =1, 2, 3 are bounded in E, (I), and for
x € E, we have

1(Fs) (x)lp < lla; + bilxl llp < llailly + billxlly, i=1,2,3

and
b b b
J 8 (&, x(O)Pdt < J as (t)dt + by j @ (x(ODdt = I(F) 0)llwg, < (lasll, + balixlly )77

a
(b) By assumption (iv), the operator K, is continuous and the norm of Ko (x) is estimated by (cf. [10])
1K () loo < 1Ko Iz, 1Xas, -

Now, we are ready to proclaim our main results.

Theorem 3.1. Let assumptions (i)—(vi) be satisfied. If (b3 + bib,|Ko |, (Jlasll, + byr)/P) < 1, then equation
(1) has at least one solution x € E,(I) which is a.e. nondecreasing on I.

Proof.

L. Assumption (ii), assumption (iii) and Lemma 2.3 imply that each F; maps E,(I) into itself and is
continuous and by Lemma 2.2 the operator F; maps E, (I) into Ey, (I). By assumption (iv), the operator
KF; maps E, (I) into L, (I) and is continuous. Thus, the operator A is a continuous mapping from E, (I)
into itself. Finally, by assumption (i), we can deduce that the operator B = h + Fr, + A maps E, (I) into
itself and is continuous.

II. Now, we will prove the operator B is bounded in E,(I). For x € E,(I) with |x|l, <r <1, and using
Proposition 3.1, we have

IBO)l, < IRl + IF5 0l + 1ACOl,
<[hlly + lasly + bslxly + lazlly + balFy C0-KF; (Ol
<lhlly + lazlly + lasly + Bslixly + balF (Ol IKEs (O,
<lhlly + lazlly + lasly + Bslixly + ba(laly + blixly) 1Kol 1Ee (Ol
<[hlly + lazlly + lasly + Bslixly + ba(lally + blixl) 1Ko, (Iaall, + byl )7

Thus, B: E,(I) — E,(I).
By our assumption (vi), it follows that there exists a positive solution r < 1 of the equation

Ikl + lazlly + lasly + byt + ba(laglly + byr)-IKoll,, (lasl, + ber)? =,

which implies that B: B, (E,(I)) — B, (E,(I)) is continuous.
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III. Let Q, stand for the subset of B, (E, (I)) consisting of all functions which are a.e. nondecreasing on I.
Similarly, as claimed in [10] this set is nonempty, bounded, closed and convex in L, (I). The set Q;, is
compact in measure in view of Lemma 2.4.

IV. Now, we will show that B preserves the monotonicity of functions. Take x € Q,, then x is a.e.
nondecreasing on I and consequently F; and Fg, i=1,2,3, are also of the same type in virtue of
assumption (ii). Furthermore, K, (x) is a.e. nondecreasing on I (thanks for assumption (v)). Since the
pointwise product of a.e. monotone functions is still of the same type, the operator A is a.e.
nondecreasing on I. Then by assumption (i), we deduce that B(x)(f) =h + Fy(x)(t) + A(X)(t) is
also a.e. nondecreasing on I. This gives us that B: Q, — Q, and is continuous.

V. We will prove that B is a contraction with respect to a measure of strong noncompactness.

Assume that X c Q, is a nonempty and let the fixed constant € > 0 be arbitrary. Then, for an arbitrary
x € X and for an arbitrary measurable set D ¢ I, meas D < ¢ and t € D we have

I1BCOXplly <lhxplly + IFs ) xplle + 1AC)Xp e
< lhxplly + litas + bslxl)xplly + (@ + by Fj (x)-KFg (X)) Xp llp
<lhxplly + llasxply + bslixxplly + laxxplly + ba IFf ()X lp 1 KFg (X))lleo
<lhxple + llasxplle + bslixxple + laxxply
+ by (lavxplly + billxxpllp )III<o||Lm(IIa4|IL1 + b4||XII¢)””
<lhxplly + llasxplpy + bslixxply + laxxplly

+by (larxplly + billxxpllp VKo iz, (lasl, + byr)'P.

Hence, taking into account that h, a;, a;, as € E,(I), we have

lim{ sup {sup{llh-xp M}} =0, lim{ sup {sup{llaixp Ilw}}} =0, i=1,2,3.
€-0 | mesD<e| xeX €-0 | mesD<e| xeX

Thus, by definition of ¢ (x), we get
c(B(X)) < (b3 + bibylKollr,, (laslle, + bar)'?)-c (X).

Since X ¢ Q, is a nonempty, bounded and compact in measure subset of an ideal regular space E, (I), we
can use Lemma 2.1 and get

By (B(X)) < (b5 + bibalKoll,, (lasli, + bar)P)By (X).

Thus, we can use Darbo fixed point theorem 2.1, which completes the proof. Moreover, the set of solutions
is compact in E, (I). O

Next, we present L,-solutions for equation (1), which is still a more general result than the earlier ones.

Corollary 3.1. Assume that p > 1 and % + é =1.
(i) h € L,{) is nondecreasing a.e. on I.
(i) g,fi: I xR — R satisfy Carathéodory conditions and g (t, x), f;(t, x) are assumed to be nondecreasing
with respect to both variables t and x separately, fori =1, 2, 3.
(iii) There exist constants b; > 0, j=1,--- 4 and positive functions a, € Ly(I), a; € L,(I) such that

fit, )l <a) + bilxl, i=1,2,3
and

lg (t, X)| < aq(t) + bylx|P/e.
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(iv) Assume that the function K is measurable in (t, s) and the linear integral operator Ko with kernel K (-,-)
maps Li(I) into L, (I) and is continuous, such that

b 1/q'
IK'ol, = ess supicias| [ K6 9)7ds| < co.
a
) jl K(t,s) ds > jIK (b, S) ds for ty, t, € [ with < .
(vi) Assume that there exists a positive number r < 1 such that

Ikl + laxly + lasly + bsr + bxrlKolr,-(laill, + brr)(llaglly + byrP/d) = r.

If (bs + biba KoL, (laslly + byrP/9)) < 1, then equation (1) has at least one solution x € L,(I) which is
a.e. nondecreasing on I.

4 IVP

Next, we will discuss the existence of some special class of solutions for IVP (2) with nonlocal condition
(3). As a consequence of our main result solutions are not absolutely continuous, but they are in a
narrower space.

Definition 4.1. A function y = It x (s)ds is called a solution of problem (2) with nonlocal condition (3), if
x € E,(I) is a solution of equation (1), i.e., belongs to an Orlicz-Sobolev space WL, (I).

Theorem 4.1. Let assumptions of Theorem 3.1 be satisfied, then there exists a function

t

4 T
y(t) = % I x(s)ds — ﬁ I x(s)ds + Ix(s)ds, for x € E, (D),
0 0 0

which satisfies IVP (2) with nonlocal condition (3).

Proof. Let x be a solution of integral equation (1). Put

d
Dy(t) =x(t), D= TS

then by integrating both sides, we have

t t
I Dy (s)ds = I x(s)ds,
0 0
which yields
t

YO =y + [ x5 ()
0
Using condition (3)

T

y() =y() + jx(s)ds and y({) =y(0) + Ix(s)ds.
0 0
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By omitting y (0) from the aforementioned equations and substitute in (4), we have

t

¢ T
__B 1
y(t) = -5 '([x(s)ds 5 _([x(s)ds+jx(s)ds.

0

Since x € E, (thanks to Theorem 3.1), then we deduce that y is a solution for IVP (2) with nonlocal
condition (3), which completes the proof. O

5 Remarks

Remark 5.1. The quadratic equations have many applications in astrophysics, neutron transport, radiative
transfer theory and in the kinetic theory of gases [4,5,23].

Remark 5.2. We obtain the same results, if we assume that Fs: L,(I) — L, (I) and the Hammerstein
operator maps L, (I) into itself (see [10]), where f; (¢, x) = x. This is the standard non-quadratic case which
is reduced to the classical integral equation (cf. [12,24,25]).

Remark 5.3. Shragin [26] proved that the Nemytskii operators are bounded on “small” balls and in [27] the
authors apply these results for Hammerstein integral equations in Orlicz spaces.

Remark 5.4. The continuity of the linear integral operator of the form K is depending on the kernel K (cf.
assumption (iv)). For example, the fractional integral operator

1

Jux (s) = m

J- (s - )*x(t)dt, s e [a,b]

maps Ly, — Ly (I) and is continuous for p < %, but is not continuous at p = i (cf. [28, Remark 4.1.2]).

Acknowledgments: The authors are grateful to the referee for his/her helpful suggestions and comments
on this article which greatly improved this article.
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