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IMPLICIT DIFFERENCE SCHEMES FOR
QUASILINEAR PARABOLIC FUNCTIONAL EQUATIONS

Abstract. We present a new class of numerical methods for quasilinear parabolic
functional differential equations with initial boundary conditions of the Robin type. The
numerical methods are difference schemes which are implicit with respect to time variable.
We give a complete convergence analysis for the methods and we show that the new
methods are considerable better than the explicit schemes. The proof of the stability is
based on a comparison technique with nonlinear estimates of the Perron type for given
functions with respect to functional variables. Results obtained in the paper can be applied
to differential equations with deviated variables and to differential integral problems.

1. Introduction

Difference schemes for quasilinear parabolic functional differential equa-
tions consist in replacing partial derivatives with difference operators. More-
over, because differential equations contain functional variables, some inter-
polating operators are needed. This leads to functional difference equations
which satisfy consistency conditions on classical solutions of original prob-
lems. The main task in these considerations is to find difference approxima-
tions of functional differential equations which are stable.

From the numerous literature concerning explicit difference methods we
mention the papers [1], [13|, where quasilinear parabolic functional differ-
ential equations with initial boundary conditions of the Dirichlet type were
considered. Parabolic equations with initial boundary conditions of the Neu-
mann type were investigated in [2], [14].

The papers [3], |5] initiated the theory of implicit difference schemes
for quasilinear equations. Initial boundary value problems of the Dirichlet
type were investigated in [3]. Numerical treatment of initial boundary value
problems of the Neumann type can be found in [5], [6]. A method of dif-
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ference inequalities and theorems on recurrent inequalities are used in the
investigations of the stability of implicit difference schemes.

Monotone iterative methods and implicit difference schemes for com-
puting approximate solutions to parabolic equations with time delays were
studied in |7]-[10], [15].

The aim of the paper is to present a new class of numerical methods for
quasilinear parabolic functional differential equations with initial boundary
conditions of the Robin type. The numerical methods are difference schemes
which are implicit with respect to the time variable. We give sufficient
conditions for the convergence of the methods and we show by examples
that the new methods are considerably better than classical schemes.

The proof of the convergence is based on comparison technique with non-
linear estimates of the Perron type with respect to the functional variables.

Now, we formulate our functional differential problems. For any metric
spaces X and Y we denote by C'(X,Y) the class of all continuous functions
defined on X and taking values in Y. We will use vectorial inequalities with
the understanding that the same inequalities hold between their correspond-
ing components. Write

Eo = [~bo,0] x [=b,0], E=1[0,a] x [~b,],

where a > 0, bp € Ry, Ry = [0,400) and b = (b1,...,b,), b; > 0 for
i=1,...,n. Set 19 = by+a, r = 2band B = [-rp,0] X [-r,r], ¥ =
[—70,a] X [-b—r,b+r]. For a function z : ¥ — R and for a point (t,z) € F
we define a function z(; ;) : B — R by

Z(t,z)(Tvy):Z(t+T7x+y)a (T,y)EB-
For (t,z) € E we put
Dit,z] ={(r,y) eR™ .7 <0, (t+7,2+y) € FEyUE}.

It is clear that DI[t,z] = [-by — t,0] x [-b — x,b — ] and DI[t,z] C B for
(t,z) € E. Let My, be the class of all n x n matrices with real elements.
Write £ = E x C'(B,R) and suppose that f: 2 — M, xpn, f = [fijlij=1,..n,
g:2—>R" g=(g91,.--.,9n) G : £ — R are given functions. We will say
that f, g and G : £ — R satisfy the condition (V) if for each (¢,z,w) € =
and w € C(B,R) such that w(r,y) = w(r,y) for (7,y) € DI[t,z], we have
f(t, z,w) = f(t,z,0), g(t,z,w) = g(t,z,w) and G(t,z,w) = G(t,z,w). Note
that the condition (V') means that the value of f, g and G at the point
(t,z,w) € 2 depends on (t,z) and on the restriction of w to the set DIt, z]
only. Let us denote by z an unknown function of the variables (¢,x), =
(z1,...,2y). We consider the functional differential equation
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(11) 8,52 t, 513 Z fz] t Ty Z(t, x))amzmg (t IL‘)

1,7=1

+ Zgl(ta x, Z(t,l’))axiz(t7 :U) + G(t7 Z, Z(t,x))
i=1
where 0,2 = (02,2, .., 02,2), Oppz = [Or,2;2)i j=1,..n- We assume that f, g
and G satisfy the condition (V') and we consider classical solutions of (1.1).
Now we formulate initial boundary conditions for (1.1). Write

S; = {l‘ € [—b,b] Ty = bl}, SnJri = {$ € [—b,b] T = —bi}, 1=1,...,n
and
n+i—1

i—1
Qf =51, Qf=s\UJs;, @ =S\ U S i=1....n
j=1 j=1

Set
WE =[0,a) xQf, OE; =[0,a) xQ;, i—1,...,n

and
n

aE = | J(@ES UdEy).
i=1
Suppose that 8, v, ¥ : oF — R, ¥ : Fy — R are given functions. The
following initial boundary conditions are associated with (1.1):

(1.2) z(t,x) =¢¥(t,x) on Ep,
(1.3)  B(t,x)z(t,x) + y(t,2)04,2(t,z) = U(t,z) on &HES, i=1,...,n
(1.4) Bt x)z(t,x) —y(t,2)0n,2(t,x) = V(t,x) on GE;,i=1,...,n

A function z : By U E — R will be called the function of class C if z
is continuous on Ey U E, the partial derivatives 0;z, 0yz = (03,2, ...,04,2),
Ozz? = [Or,2;2)ij=1,...n exist on E and the functions 0;z, 0,2, ;.2 are con-
tinuous on E. We consider solutions of (1.1)—(1.4) of class Ci.

For spaces X and Y we denote by F(X,Y") the class of all functions de-
fined on X and taking values in Y. Solutions of difference functional equa-
tions are elements of the space F(FEypUFER, R). Since equation (1.1) contains
the functional variable z(; ;) which is an element of the space C(D[t, x|, R),
we need an interpolating operator Ty, : F(Bn,R) — C(B,R). For a func-
tion z € ¥, — R and for a point (¢, 2(™)) € Ey we define a function
Z[r,m] * By — R by

Z[rm) (r,y) = Z(t(r) + 7, 2™ 4 y), (7,y) € Bn.

Let N and Z be the sets of natural numbers and integers, respectively. We de-
fine a mesh in R!*" in the following way. Let h = (ho, h), h = (h1,..., hy),
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stand for steps of the mesh. For (r,m) € Z'™™, m = (my1, ..., m,) we define
nodal points as follows

t0) = rho, 2™ = (mihy,...,muhy) = (xgml), o a(me)),

Let us denote by H the set of all h for which there exist (Mi,..., M,) =
M € Z™ and My € 7Z such that M;h; = b; for i = 1,...,n, Mghg = by. Let
K € N be defined by relations Khy < a < (K + 1)hg. For h € H we put

Ry = {(t™),2™) : (r,m) € 2"}
and
Eon=FEoNRT", Ey=FENRL"™, B,=BnNR™,

Suppose that ¢y : Egn — R and ¥y, : dpEn — R are given functions.
We consider the difference functional equation corresponding to (1.1).

(1.5) 502 Tm) = Z f” , ThZ[Tm])(SijZ(r+1’m)
i,j=1
+ Zgz 7 Thz[r m])éiz(r+17m)

+ G(t(r), 2™, Th2frm)),

where the difference operators &g, § = (01, . ..,0,), 6 = [0i5]i,j=1,....n are de-
fined in the following way. Let e; = (0, ... ,0, ,0, 0) e R" with 1 stand-
ing on the i—th place. Write J = {(4,j) : 1 ,n, 1 # j}. For a

function z : Egp U By, — R and for a point ( ( ), T m ) € Ey we define the
sets

JUM ] = {0, 5) € T+ fiy (07,2 Tz ) < 03,
T = I\ T,

Let P(rm) [z] = (t(r),ﬁ(m),ThZ[T,m}). Given z € F(EgnUFEn,R) and (r,m) €
Z'Hm0<r<K-1, -(M—-1)<m < M —1, where M —1 = (M; —
1,..., M, —1). Write

502 (™M) = hi [Z(T+Lm) _ Z(r,m)]7
0
( ) 5;_2(7‘7771) — hi[z(n’mri’ei) _ 2(7'7'r77,)]7
1.6 .
5;2(””) — %{Z(r,m) _ Z(r,m—ei)L i=1,....n,

52 = (81200 6,2
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where
1

(1.7) 82 = 5[5jz(“m) +6720m) =1, n.
The difference operator §(2) = [0ij]i.j=1,....n, is defined in the following way:
(1.8) 5§i2)z(r’m) = 5;6;,2(’1’7”) fori=1,...,n
and
(1.9) @ rm) = 1[5*572'(”") 4670 ] (4,5) € JU ]

’ tJ 9 L7 7y i Y ) ) — )

1 r,m
(1.10) 6 tvm) = S [058720m +5765 20, () € DARRIP]

Set
A}Jlr.i[z](r’m) = plrm)y(rm) 4 ’Y(Tvm)éi_z(rvm) on E;
Al:'i[z](nm) = plrm)zlrm) 'Y(r’m)(sjz(r’m) on dEy ,,
where ¢ = 1,...,n. Write

n n
B =B, 0B, =|J0E,;, 00En=00E] UdE.
i=1 i=1
For a function z : Eyp U Ey, — R we define a function Ay[z] : pEn — R in
the following way:

Anl2]™ = AL [0 i (80, 20™) € B0,
An[s] ™ = AL [ i (17, 2™) € Qo

The following initial boundary conditions are associated with (1.5)

(1.11) 20 — g™ on By,
(1.12) An[2) ™™ = B on gy Ey,.

Our motivations for the construction of implicit difference schemes are the
following. Two type assumptions are needed in theorems on the convergence
of the explicit difference methods generated by (1.1)—(1.4). The first type
conditions concern regularity of F'. The first type concern the regularity of
f, g and G. It is assumed that these functions are continuous and bounded
on = and satisfy nonlinear estimates of the Perron type with respect to the
functional variable. The second type conditions concern the mesh. It is
required that difference schemes satisfy the condition
(1.13)  1-2hg ) ﬁfﬁ(t,x,w)—i—ho; o | fij(t, 2, w)| >0, (t,z,w) € Z,

=1 1

i
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(see [1], [13]) where hg and (hq, ..., hy,) are steps of the mesh with respect to ¢
and (x1,...,x,) respectively. It is clear that strong assumptions on relations
between hg and (hy,...,hy) are required in (1.13). We show that there
are difference methods for (1.1)—(1.4) which are convergent and assumption
(1.13) is omitted.

The authors of the papers [1]-[3], [5], [6] have assumed that given func-
tions satisfy the Lipschitz condition or satisfy nonlinear estimates of the
Perron type with respect to the functional variable, and these conditions are
global. We assume nonlinear estimates of the Perron type and suitable esti-
mates are local with respect to functional variables. It is clear that there are
differential equations with deviated variables and differential integral equa-
tions such that local estimates of the Perron type hold and global inequalities
are not satisfied.

We use in the paper general ideas for finite difference equations which
were introduced in the monographs [4], [11], [12].

2. Solutions of functional differential and difference problems
We first construct estimates of solutions to (1.1)—(1.4). For W € M,,x,

and z € R", where W = [wjjli j=1,..n, ¢ = (21,...,2y), we define
n n
W sy = D> Nwisl, 2l =D l2il -
ij=1 i=1

For functions z € C(EgUE,R), u € F(EynUEn, R) we define the semi-norms
|z||: = max{|z(T,x)| : (1,2) € (Eo U E) N ([~bo,t] x R")},

[ ullnr = max{|2(7,2)| : (1,2) € (Eon U En) N ([~bo, t7] x RM)}, 0<r<K.

AssuMPTION H[p|. The function g : [0,a] x Ry — R4 is continuous and

it is nondecreasing with respect to both variables and for each n € Ry the
maximal solution of the Cauchy problem

(2.1) W'(t) = o(t,w(t), w(0)=n

is defined on [0, a].

AssumpTION Hy[f, g, G]. The functions f : E — M,xn, g : E — R,
G : Z — R are continuous and they satisfy the condition (V) and

1) the matrix f is symmetric and for (¢,z,w) € = we have
n

> fijltw,w)yy; >0, where y = (y1,...,ya) € R”,
ij=1
2) there is ¢ : [0,a] x Ry — R4 such that Assumption H]g] is satisfied and
|G(t, 2, w)] < oft, ||w]|p) on E

is satisfied on =,
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3) the functions 8 : 9 — (0,+00), v: doFE — Ry are continuous and the
constant B > 0 is defined by the relation f(¢,z) > B on yE,
4) the constant 7 is defined by the relations

(2.2) lh(t, )| <fon Ey and |¥(t z)| < Bw(t,i) on &E,
where w(-,7) is a maximal solution to problem (2.1) with n = 7.

THEOREM 2.1. Suppose that Assumption Hylf, g, G| is satisfied and v is
a solution of problem (1.1)—(1.4) and v is of class Cx. Then

(2.3) lu(t,z)| <w(t,n) on E.

Proof. For ¢ > 0 we denote by w(-,7,¢) the right hand maximal solution of
the Cauchy problem

(2.4) W'(t) = o(t,w(t)) +e, w(0)=1+e.

The solution w(-,7,¢) is defined on [0,a] and iigéw(t,ﬁ,z—:) = w(t,7n) uni-
formly on [0, a]. Write ((t) = ||v||+, t € [0, a]. We prove that

(2.5) C(t) <w(t,n,e) fortel0,al.

Suppose by contradiction that assertion (2.5) fails to be true. Then the set
Yy ={te€0,a]:((t) > w(t,f,e)} is not empty. If we put £ = min X, from
condition 4) of Assumption Hy[f, g, G] it is clear that £ > 0 and there exists
Z € [—b, b] such that

w(t,,e) = ¢(1) = o(t, )|
Then two possibilities can happen, either (i) v({,%) = w(t,7,¢) or (i)
v(t,¥) = —w(t,7,e). Let us consider the first case. We conclude from

conditions 3) and 4) of Assumption Hyl[f, g, G| that (£,%) ¢ OyE. Hence
(t,%) € E\ 9oE. We have that

(2.6) D_((t) > W' (t,1,¢€).
On the other hand & € (—b,b), hence d,v(¢,%) = 0 and

> Opayo(, E)AX; <0 for A €R™.

ij=1
We have that
D_¢() <ot &) = Y fij (5 &0 ) O, v (L, )
ij=1
+ Z gi(t, 7, V(i 7))02,0(t, &) + G(t, 7, V(iz))
=1
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which contradicts (2.6). The case v(t,7) = —w(t,7,¢) can be treated in
a similar way. Hence X is empty and 1nequahty (2.3) is proved on E. This
completes the proof. m

AssumpTiON HJf, g, G]. Assumption Hy[f, g, G] is satisfied and functions
f, g satisfy the inequality

1 . —_
(27> _§|gl( )‘_'_ f’L’L Zh |fz] Zzl,...,n, PG.:
J#Z
Set PUm[z] = (t0), 2™, Ty2 1m)) and
Tm) Z f’Lj 5ZJZ(T+1,m)
,j=1

+Zgl P(rm 6Z(r+1 m) +G(P(rm)[ ])

LEMMA 2.1. Suppose that Assumption HI|f, g, G| is satisfied and z €
./T(EO U Eh,R) and

r,m Z f P(rm 5 Z(rJrlm +Zgl P(rm)[ ])57;Z(T+1’m).

7.] 1 ’L 1
Then
(2.8) Gy w, ]
_ S(()”:m) [w]z(rJrl,m) +nglm)[w]2(r+l’m+ei) _}_ZSZ‘(.T_,W) [w]z(r+1’m76i)
=1 =1
b g P et st tmees)
(@€l ™ [w]
- Z 2hh ——— fij (P [w]) [T hmbeimed) 4 plrlm=eite;)]
(1,5)€d "™ ]
where
r,m ’rm o 1 T,m
So " [w] = hh L (P )| =237 — fi PO,
(ij)eT i=1 "1
S(rm) _ 1 P(r,m) 1 P(r,m) g 1 P(r,m)
) = g PO + 2 a(PO) = 3 o [ (PO )]
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grm) 1

t.— [w] = _ﬁgz(P(Tm)[ ]) 2fu Z

[P )|

SO

i

[

and S.(T’m) [w] >0, S-(T’m) [w] > 0 and

S5l +ZSX’”> LEDILELTEEDY
i=1 (i,5)€J

Proof. The above lemma is a consequence of (1.7)—(1.10) and (2.7). =

1
. (p(rm) —

THEOREM 2.2. Suppose that Assumption H|f, g, G| is satisfied and h € H
and 0 <r < K —1 is fized.

1) If vp : (Eg.pU Ep) N ([—r0,t" Y] x R") = R and
v’(lr—l-l,m) < hog}(Lr,m) [Uh, Uh]

for = (M —1) < m < M —1 and Agfop]"t5™ < 0 on dEp, then
U,(:drl’m) <0 for =M <m < M.
2) If vy : (Eg.p U Ep) N ([—r0,t" Y] x R?) = R and

v}(LrJrl,m) > hog}(:,m) [Uhy Uh]

for = (M —1) < m < M —1 and Apop]"t5™ > 0 on dyEn, then
v,(:H’m) >0 for =M <m < M.

Proof. Let us consider the first case. Let u € Z™ be defined by relation
U(H_LM) = max{v(rH’m) : (t(rJrl), :c(m)) € Egn U En}.

Conversely, suppose that U(H 5. Suppose that —(M —1) < u < M —1.
It follows from (2.8) that

oA = b S [on])

< ho Z S(rm r+1 ;m+e;) + ho ZS r,m) ] (r+1,m—e;)
i=1

(rm (r4+1,m+e;+e;) (r+1,m—e;—e;)
+ho ) 2hh o i (PO Tow]) [y 7t vy, 7]
()€™ [on)

(r,m r+1,m+e;—e; r+1,m—e;+e;
Sho XD g B PO T )
(1)€ 7™ fon]

We see at once that U(TH’“) <0 for —=(M —1) < p < M — 1, which
contradicts our assumption. Suppose that (t(T’H), x(“)) € 9o Fyn. We have
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(r+1,u)
(r+1,1) 2 (r+1,u—e;) (r+1) (1) +
Uh S hiﬂ(r—i_l”u) + 7(7‘4_17”) Uh fOI‘ (t , L ) S aOEh.i7
(r+1,u)
(r+1,1) gl (r+1,p+teq) (r+1) () -
vy, S 3 B0 F A0 vy, for (t ;o) e OBy ;.
From this we conclude that UI(:H’“ ) < 0, which is impossible. The second

case can be treated in a similar way. =

THEOREM 2.3. Suppose that Assumption H[f, g, G| is satisfied and 1y, :
Eogp — R, Uy : OgER — R. Then there is exactly one solution up, : Egp U
Epn — R of problem (1.5), (1.11), (1.12).

Proof. Suppose that 0 < r < K is fixed and that the solution uy to problem

(1.5), (1.11), (1.12) is given on the set (Egpn U Fp) N ([~bo, t)] x R™). We

prove that the values uﬁdrl’m), —M < m < M exist, and that they are

unique. It is sufficient to show that there exists exactly one solution of the
system of equations

(2.9) 2L = P 4 oG [un, 2n] + hoG (P [uy))
where —(M —1) <m < M — 1, and
(2.10) A[2)HEm) = g on gy By,
Consider problem
Zrtlm) — hog}(l"’m) [Unh, zn], where — (M —1)<m <M -1,
A[2)TH5™) =0 on 8y B

We conclude from Theorem (2.2), that above problem has exactly one solu-
tion, which proves the theorem. m

AssumpTION HJT}|. The operator Ty, : F(Bn, R) — C(B,R) satisfies the
conditions:

1) for w, w € F(Bn,R) we have
|Th[w] — Thlw]]| 5 < |lw — @By,
2) if w: B — R is of class C1 then there is 4 : H — R4 such that
| Th[wn] — w||B < 74(h), and lim v.(h) =0
h—0

where wy, is the restriction of w to the set By.,
3) if On € F(Epn U En,R) is given by Oy(t,z) = 0 for (t,z) € Egn U En
then T, [On](t,z) = 0 for (t,x) € Ey U E.
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LEMMA 2.2. Suppose that Assumptions H[Ty]|, H|f, g, G] are satisfied and
vp, is a solution of problem (1.5), (1.11), (1.12) and

(2.11) ‘w’(:vm)‘ <7 on Eyp and ‘\I'gfm)’ < Bw(t(r),ﬁ) on Oy Ey,.
Then
(2.12) ‘vﬁj’m)( < w(t™,7) on EypU En.

Proof. Write

€g) = max{|vl(f’m)] (9, 2"y € BEgpn U B, i<r}, 0<r<K.
It is sufficient to show that
(2.13) et < w(t™,7)
where 0 < r < K. From (2.11) we deduce that (2.13) is true for r = 0.
Assuming that E(J) < w(tW 7)) for 0 < j < r — 1 we will prove (2.13) for
7“. There ex1sts (t(i),x(m)) € Ey such that 5&0 = ]v}(f’m)|. If i < r then
| | <e r U< w1, /) and consequently ag) < w(t, 7). Suppose
that 5(T ]v Tm)| Then two possibilities can happen, either 63) = vl(:’m)
or eg ) = 01(1 ™ Let us consider the first case. It follows form (2.11) that
for (t),2(™) € 9y Ey, we have

Boi"™ < ‘\I/}fm)‘ < Buw(t™, 7).

Hence 5&0 < w(t", 7). Suppose that (t0), 2(™) € Ey,. Tt follows from (1.6)
and (2.8) that

vﬁlr,m)( 1—h S(r—l,m)[ ])

_ |: ZSZT lm) Tm-l—el)_i_h ZST lm)[ ] l(fm_%)

=1

thy Y s f(PUTI My ) e
2hh
(i.5)eT" ™ [up]

T m rm—e;+e; rm-4te;—e;
Sho X g B P )
(1.4)e 5™ o)

+ hoG(PT=1™) [uy]).

It follows from induction and from condition 1) of Assumption H[f, g, G]
that

6&” < 5g71) + hog(t(r_l), egfl))
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and consequently
ey < w(t, 7).

The case eg ) = —vl(lr’m) can be treated in a similar way. Hence, the proof of

(2.13) is completed by induction. =

3. Convergence of difference schemes

Write A = w(a,n), where w(-,7) is the maximal solution to (2.1) and
Kory(A) ={we C(B,R): |w||p < A}.

AssumMPTION HJo|. The function o : [0,a] x Ry — Ry is continuous,
it is nondecreasing with respect to both variables and for each L > 1 the
maximal solution of the Cauchy problem

W (t) = Lo(t,w(t), w(0)=0

is w(t) =0 for t € [0, al.

AssumMPTION Alf,g,G]. The functions f : = — M,x,, g : £ — R,
G : E — R satisfy Assumption H[f, g, G] and there is ¢ : [0,a] x Ry — R
such that Assumption H[o] is satisfied and

(3.1) 1£(t, 2, w) — £(t, 2, 0)|xn) < 0(t, |w — 0| B),
(3.2) gt z,w) — g(t, x,w)] < ot |lw—w|p),
(3.3) |G(t, z,w) — G(t,z,w)| < o(t, ||w —w|p),

where (t,7) € E, w,w € Ko r)(A).

REMARK 3.1. Note that we have assumed estimates (3.1)—(3.3) for w,w €
Kcr)[A] only. It is clear, that there are differential equations with de-
viated variables and differential integral equations such that correspond-
ing functions f, g and G satisfy conditions (3.1)—(3.3), respectively on E x
Ko(pry(A) and they do not satisfy (3.1)~(3.3) on =.

THEOREM 3.1. Suppose that Assumptions Alf, g, G], H[Tn] are satisfied
and

1) up: Eg.n U Ep — R is a solution of (1.5), (1.11), (1.12),

2) v: EgUE — R is a solution of (1.1)~(1.4) and v is of class Cyx and vy, is
restriction of v to the set Egp U Ep,

3) for ag : H — R4 the following initial boundary inequalities are satisfied

g™ =t < ag(h)on Bon, W™ = w0 < hoao(h) on BBy,

and limp_g ag(h) = 0,
4) there is co > 0 such that h; < cohy fori=1,...,n.
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Then there is o : HL — Ry such that
(3.4) (up —vp)"™| < a(h) on Ep
and lim a(h) = 0.

h—0

Proof. Our proof starts with the above observation that

11
5Z]v(r’m) =3 S S azlzjv(t(”), 2™ 4+ shie; + Thje;)dsdr
00
111
+ 3 S S 8:,31%@(#7"),95(’”) — shie; — Thje;)dsdr  for (i,7) € Jy,
00

It follows that there are I'y : By, — R, 71 : H — R such that

(3.5) 50vl(lr’m) = Fh[vh](r’m) + Fg’m) on By,

(5?111(:’”1) = &Biv(r’m) + Fg’m) on 80Ef;i,

(3.6)
5;vl(1r’m) = Gxiv(r’m) — Fg’m) on E,
where i =1,...,n and

‘Fﬁ’m)‘ <#v((h) on Ey and lim~;(h)=0.
h—0
Write 2z, = up — v and
eg) = max{‘zﬁ’m)‘ (9, 2"y e BgpUBy, i<r}, 0<r<K.
We prove that the function ag ) satisfies the recurrent inequality
(3.7) e < e 4 hgLo(t®) ) £ hoy(h), 0<r<K -1,

where L>1 and 5(h) = 71 (h)(1+c¢o)+ B 'ag(h). Suppose that (t+1), z(m))
€ Fp and —(M — 1) <m < M — 1. Then we have

Zl(qr-l—l,m) _ Zl(:’m) + ho [Fh[uh](r,m) o Fh[vh](r,m)] )

It follows from (2.8) that
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4*M%1—hs“mmﬂ)

_ Zh _|_ ho Z S rm) 7‘+1 ;m+te;)
o 35 Sy

r+1,m+e;—e;
ho X g FaPO [ D
(1,)€J"™ [up)]

(r4+1,m—e;+e;)

]

r+1,m+te;+e; r+1,m—e;—e;
the X g P [T ]

(i)™ up]

+ o [G(PT™ [uy]) — G(PT™ [ug])] — hoT U™

+ ho Z [fzj(p(rm [un]) — fw( [ ])]5Z]U(r+1 ,m)
27]:1

+ho Y g un]) = g5 (P fon]) ] diof] T,
=1

There is ¢ € R4 such that

(3.8)

1 .
(5ivl(f+ ’m)‘ <¢ i=1,...,n,

It follows from Assumptions Alf, g, G|, H[T}] and (3.8) that
(3.9)

AT < e 4 ho(28 + Dt (en)yn) + hov (b).

Suppose that (1) 2(™) € 9yE;" .. Then we have
r+1,m)

Z(T—l—l,m) _ 7( Z(T—&-l,m—m)
h hilB(hLl,m) 4 7(7’+1,m) h
7(7‘+1,m) 4I\(T+17m)
hiﬁ(rJrl,m) _,7(r+1,m) " h
hi (r+1,m) (r41,m)
+ hiﬁ(rJrl,m) 4 fy(rJrl,m) [‘Ilh -V ]

and consequently

r+1,m r r r 1
@1@(4+Lwgey+mmdﬂk%h+m%mmmmwﬂm+§mﬂdm.

In a similar way we prove (3.10) for (t+1) () € 9yE, .. Estimates

(3.9) and (3.10) imply (3.7). Lets us consider the Cauchy problem

5ijv§f“’m)‘ <é ij—=1,...
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(3.11) W'(t) = Lo(t,w(t)) +v(h), w(0)= ag(h).

There is g9 > 0 such that the maximal solution w(-,h) to (3.11) is defined on
[0,a] for 0 < ||h|| < &p and }llin% w(t,h) = 0 uniformly on [0, a]. We conclude
—

from Assumption H[o] that
w(t"™ h) > w(t™ h) + hoLo ("), w(t™, h)) + hoF(h), 0 <7 < K — 1.
This gives
63) <w(t™, h) for0<r<K.
Then assertion (3.4) is satisfied with a(h) = w(a,h). =

REMARK 3.2. Suppose that all the assumptions of Theorem 3.1 are satisfied
and o : [0,a] x Ry x C(I,Ry) — Ry is given by

o(t,p)=Lp on [0,a] x Ry,
where L € R;. Then

ug m _ ,Ul(:,m) < a(h) on Ey

where
(3.12) &(h) = ap(h)el® + @(ei“ —1) if L >0,
(3.13) a(h) = ag(h) + a¥(h) if L =0.

We obtain the above estimates by solving problem (3.11) with o(t, p) = Lp.

4. Numerical examples
= {0} x [-1,1] x [-1,1], E = [0,0.5] x [-1,1] x [-1,1]. Initial-
boundary problems considered in the present section have solutions on E.

EXAMPLE 4.1. Consider the differential equation with deviated variables

(4.1) Oz(t,x,y)
{2—}-8111[622( vl y_1> —egz(t,x,y)] }&sz(t,x,y)

1 1 4
{2+cos[e2z<t 96; ,%) —eéz(t,x,y)} }8yyz(t,x,y)

+ sin [ (t, g,y) n (m g) (et e%>z<t,x,y>} Ouy2(t, 2,9)

—ba(t,z,y) + "7,
and the initial-boundary conditions
(42) Z(vayy) = 07 (xyy) € [_17 1] X [_17 1]
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and
2(t,1 y)+8 z(t,l,y) —2t61 v,
2(t, —Ly) = 0p2(t, —1,y) =0, ye[-1,1],
(43) 2(t,x,1) —1—8 yz(t,z,1) =

2(t,x,—1) — Oyz(t,z,—1) = 2te$+1, x € [-1,1].

The solution of (4.1-4.3) is known, it is v(¢, z,y) = te* Y. Let us denote by
n : En — R the solution of implicit difference problem corresponding to
(4.1)—(4.3). Write

(r) _ 1 (rm) _ (rm) <<
(44)  en (2N1 +1)(2Ny + 1 ‘ , 0= Mo,

where vy, is the restriction of v to the set Bp and M = {m € (my,ma) :
—N1 S mi S Nl, —N2 S meo S NQ} and N()h() = 0.5, N1h1 = 0.5, N2h2 =
0.5. The numbers 6§1T) are the arithmetical means of the errors with fixed
(") We give experimental values of the above defined errors for hg = 0.001,

h1 = hy = 0.004.

Table I
™) 0.07 0.14 0.21 0.28 0.35 0.42 0.49
™). 0.0003808 0.0006355 0.0008261 0.0009835 0.0011245 0.0012578 0.0013883

We have solved numerically problem (4.1-4.3) by using explicit difference
schemes for hg = 0.001, hy = hg = 0.004. In this case condition (1.13) is not
satisfied and errors exceeded 12 - 106 for ¢t(") = 0.01.

EXAMPLE 4.2. Consider the differential integral equation

T

(4.5)  Oz(t,x,y) = {2 + cos “ z(t,s,y)ds — z(t, x, y)} }8mz(t, z,y)
0
y

+ {2 — cos [(S)z(t, x,8)ds + z(t, z, y)} }8yyz(t, z,y)

yx
+COS|:S S z(t,s,r)dsdr + z(t, x y)}@wyz(t,x,y)
00

- f(t7x7y)z(tv x??/) + g(t,x,y),
where
f(t,z,y) =4+ cos[(e! — 1)e™ V] — cos[(et —1)e”]
—cos[(e! —1)e” + (ef = 1)e™¥ — e’ + 1],

g(t,x,y) =e'e" Y,
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with initial-boundary conditions
(4.6) 2(0,z,y) =0 for (z,y) € [-1,1] x [-1,1],
and
(4.7) 2(t,1,9)+0,2(t, 1,y) = 2(e'=1)e* ™Y, 2(t,—1,y)—0pz(t,—1,y) = 0,
(t,y) €10,0.5] x [—1,1]
2(t,x, 1) + Oyz(t,x,1) =0,  z(t,x,—1) — 9yz(t,x, —1) = 2(e! — 1)e” T,

(t,z) € ]0,0.5] x [—1,1]. The solution of (4.5)—(4.7) is known, it is z(¢, z,y) =
(el —1)e* Y.

Let us denote by uy, : Fy, — R, the solution of implicit difference problem
corresponding to (4.5)—(4.7). Let ag ) be the arithmetical means of the errors
defined by (4.4). In Table II, we give experimental values of eg ) for ho =
0.001, hy = hg = 0.004.

Table II
) 0.07 0.14 0.21 0.28 0.35 0.42 0.49
). 0.0002246 0.0004542 0.00073299 0.0013553 0.0025644 0.0042563 0.00694559

We have solved numerically problem (4.1-4.3) by using explicit difference
schemes for hg = 0.001, h; = hg = 0.004. In this case, condition (1.13) is
not satisfied and errors exceeded 44 - 10 for ¢(") = 0.01.

The results presented in the paper show that there are implicit differ-
ence methods for (1.1)—(1.4), which are convergent and the corresponding
explicit difference schemes are not convergent. Note that our results are new
also in the case of quasilinear differential equations without the functional
dependence.

References

[1] R. Ciarski, Stability of difference equations generated by parabolic differential func-
tional equations, Demonstratio Math. 38 (2005), 101-117.

[2] R. Ciarski, Numerical approzimations of parabolic differential functional equations
with the initial boundary conditions of the Neumann type, Ann. Polon. Mat. 84(2)
(2004), 103-119.

[3] W. Czernous, Z. Kamont, Implicit difference methods for parabolic functional differ-
ential equations, ZAMM Z. Angew. Math. Mech. 85(5) (2005), 326-338.

[4] Z. Kamont, Hyperbolic Functional Differential Inequalities and Applications, Kluwer
Academic Publishers, Dordrecht, 1999.

[5] K. Kropielnicka, Implicit difference methods for quasilinear parabolic functional dif-
ferential systems, Univ. Tagel. Acta Math. 45 (2007), 175-195.



886

[6]
(7]

18]
(9]
[10]
[11]
[12]

[13]

[14]

[15]

M. Matusik

K. Kropielnicka, Implicit difference methods for parabolic functional differential prob-
lems of the Neumann type, Nonl. Oscill. 11 (2008), 65-80.

Lu Xin, Monotone method and convergence acceleration for finite-difference solutions
of parabolic problems with time delays, Numer. Methods Partial Differential Equa-
tions 11(6) (1995), 591-602.

Lu Xin, Combined iterative methods for numerical solutions of parabolic problems
with time delays, Appl. Math. Comput. 89(1-3) (1998), 213-224.

C. V. Pao, Finite difference reaction-diffusion systems with coupled boundary condi-
tions and time delays, J. Math. Anal. Appl. 272(2) (2002), 407-434.

C. V. Pao, Finite difference solutions of reaction diffusion with continuous time de-
lays, Comput. Math. Appl. 42(3-5) (2001), 399-412.

A. A. Samarskii, The Theory of Difference Schemes, Marcel Dekker, Inc., New York,
2001.

A. A. Samarskii, P. P. Matus, P. N. Vabishchevich, Difference Schemes with Operator
Factors and its Applications, Kluwer Academic Publishers, Dordrecht, 2002.

L. Sapa, A finite difference method for quasi-linear and nonlinear differential func-
tional parabolic equations with Dirichlet’s condition, Ann. Polon. Math. 93(2) (2008),
113-133.

L. Sapa, A finite difference method for quasi-linear and nonlinear differential func-
tional parabolic equations with Neumann’s condition, Comment. Math. 1 (2009), 83—
106.

Y. M. Wang, C. V. Pao, Time-delayed finite difference reaction-diffusion systems with
nonquasimonotone functions, Numer. Math. 103(3) (2006), 485-513.

INSTITUTE OF MATHEMATICS
UNIVERSITY OF GDANSK

Wit Stwosz Street 57

80-952 GDANSK, POLAND

E-mail: milena.matusik@math.ug.edu.pl

Received November 10, 2010.



	Code: 10.1515/dema-2013-0406


