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CERTAIN SUFFICIENCY CONDITIONS
ON FOX~-WRIGHT FUNCTIONS

Abstract. The main object of this paper is to find certain conditions for the function
2{p®¥q(2)} to be a member of certain subclasses of analytic functions. Our results pro-
vides generalization of some recent results due to Swaminathan [19] and Chaurasia and
Srivastava [20].

1. Introduction
As usual, let A denote the class of functions of the form

(1.1) f)=2z+) apz*
k=2

analytic in the open unit disk A = {z : |2] < 1} and S denote the subclass
of A that are univalent in A. We begin with the following.

DEFINITION 1.1 ([2]). Let f € A, 0 < k < 00, and 0 < @ < 1. Then
f € k—UCV(a) if and only if

) o )
2 e+ 5} 2 kS

This class generalizes various other classes which are worthy of mention.
The class k — UCV (0) called the k-uniformly convex is due to Kanas and
Wisniowska [8] and has its geometric characterization given in the following
way: let 0 < k < 0o. The function f € A is said to be k-uniformly convex
in A, if f is convex in A, and the image of every circular arc v contained in
A, with center ¢, where |{| < k, is convex.

+a
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The class 0—UCV (e) = k(a) is the well known class of convex functions
of order « that satisfy the analytic conditions

zf"(2) }
Re<1+ >a
{ f'(z)
In particular, for @ = 0, f maps the unit disk onto a convex domain (for
details, see [6]). We have 1 — UCV(0) = UCV [7]. Denoting

p(z) = {1 + z){/(g)} (z € A)

and assuming that f € UCV(a) we have that p is in conic region
Q={wel: (Imw)? <2Rew—1}.

The classes UCV (a) and ST(a) are unified and studied using certain
fractional calculus operator methods in [13]. We refer to [8, 9, 10] and
references therein for basic results related to this paper.

For 7€ C\ {0}, Swaminathan [19] introduce the class P7(3), with
0<y<land 8<1,as

(13)  PI(B)
:={f€A: (- +9f() -1
2r(1 - B) + (1 - 1)L 4 yf1(2) - 1

We list a few particular cases of this class discussed in the literature.

(i) The class PJ(8), with 0 <+ < 1 and 8 < 1 was studied by Dixit and
Pal in [3]. Properties of that class related to the operator I, p..(f)(z) =
zF(a,b;c; z) * f(z) were considered in [5].

(ii) The class PJ(8), with 0 <y < land 8 < 1for 7= € cos 1 where
—7/2 < n < w/2 was examined in [12] and discussed by many au-
thors with the reference to the Carlson-Schaffer operator Gy o(f)(z) =
2F(1,b; ¢; z) * f(2) using duality techniques (for example, see [1, 4, 11,

<1,zeA}.

12, 14, 15]).
We denote by T a subclass S with negative coefficients, e.g.
(e o]
(1.4) fzy=2- Eanz",an >0.
n=2

This class is due to H. Silverman [17] and has many interesting results (see
[17] and [18]).

In the link of k — UCV (a) the following class was defined in [2].
DEFINITION 1.2 ([2]). Let kK — UCT () be the class of functions f(z) of the
form (1.4) that satisfies the condition (1.2). Using the analytic condition
(1.2) and an Alexander type theorem, the following classes are defined in [2].
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DEFINITION 1.3 ([2]). Let 0 < k < 00, and 0 < a < 1. Then

(i) f € k— ST(o) if and only if f has the form (1.1) and satisfies the
condition

P - |2f(2)
(15) Re{ 10 } 2k

(ii) f € k — STT(«) if and only if f has the form (1.4) and satisfies the
inequality given by the expression (1.5).

—1‘+a.

For k = 0, we obtain the well known class of starlike functions of order

o, which has the analytic characterization Re{zﬁg)} > a(z € A). In

particular, for & = 0, f maps the unit disk onto starlike domain (for details,
see [4]). We further note that, 1 — ST(a) is the well known class discussed
in [16]. We also need the following sufficient condition on the coefficients
for the functions in the class k — UCV («).

LEmMA 1.1 ([2]). If f of the form (1.1) satisfies a condition

(1.6) Zn[n(k +1)—(k+a)llan] <1 -«

n=2

for some 0 < k < 0o and o € [0,1), then f € k — UCV(a). Moreover, the
above condition is necessary and sufficient for f to be in k—UCT(c), further
the condition

(1.7) Y Ink+1) =~ (k+a)]lan| <1-a
n=2

is sufficient for f to be in k — ST (a) and it is both necessary and sufficient
for f to be in k — STT ().

Another sufficient condition is also given for the class k- UCV (&) in (8]
which is given by the following

LEMMA 1.2 ([8]). If f € S and be of the form (1.1) satisfies a condition

o0

(1.8) S n(n—1)|aa] < k+2

n=2

for some k, 0 < k < oo then f € k —UCV(a). The number 1/k + 2 cannot
be increased.
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LEMMA 1.3 ([19]). If f of the form (1.1) satisfies a sufficient condition

(1.9) Y [L+y(n—1)lan| < |7 (1 - B),

n=2

then f € PJ(B). This condition is also necessary if f is of the form (1.4)
and T = 1.

The Fox-Wright function {21, p. 50, equation 1.5] appearing in the
present paper is defined by

p
(a;, @)1 00 jHIF(aj +ajn) o
1.10 ) =, A ]: — el
( ) p¥q(2) = p¥q [(bj,ﬂj)l,q; z 2:_: Ig[ T+ ) my

where a;(j = 1,...,p) and B;(j = 1,...,q) are real and positive and

q p
1+Z,8_7> Zaj.
j=1

=1
2. Main results

q P g P
THEOREM 2.1. If > |bj| > > laj| +2,a; > 0 and 1+ > 5 > > aj,
j=1 j=1 j=1 j=1
then a sufficient condition for the function z{p1q(2)} to be in the class
k — UCV(a), and both necessary and sufficient conditions for z{p4(z)}

tobeink-UCT(a),(0<k<o00,0<a<1)is

@) (15e)

3+2k—a ((IJ +a]’a])1pa (a‘]7a])1pa
(o) o smans ] oo,
l-a e [(bj + Bj» Bi)1,g5 PR 0, 80103

(aj + 205, a5)15
(bj + 265, Bj) g5

H La;

<1+

A
I

Proof. By virtue of Lemma 1.1, equation (1.6), it suffices to prove that

o

o Ila; + aj(n — 1)]
22) Y nnl+k) — (k+a)] | <1-a
n=2 (b; + Bi(n = Di(n —1)!

—

1

J
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The above inequality may be expressed as

o ﬁ I'(a; + oyn)
L+k) > (n+1)? |22

n=1 Hl F(bJ + ﬂ]n)n'
J:

p
o0 I_I I(aj + ajn)
—(k+a)) (n+1) ’q‘ <l-o.
n=1 H ['(b; + Bjn)n!
The left hand side of the above inequality is equal to
p
oo l:IIF(aj +ajn)
1+k)D [
n=2 | J] I'(d; + Bjn)(n — 2)!
j=1
p [P
0 11 Ila; + aj(n + 1)) 00 1:11 I(a; + ajn)
(3+2k—a) Y |- +(1-a) =
n=0 | [] T'[b; + B;(n + 1)]n! n=1 [ [T I'(b; + Bjn)n!
j=1 | j=1
(a5 + 205, 45)15 (a; + 05, 05)15
(1+ k) 1 4+ (34 2k — a)pyp S|
T 6 + 2685, 8))105 (b + B, B
P
( ) H I‘aj
aj, a)1.p; =1
+(1— @) 4 ptg bf f”’_l]—’q :
(b5, Bj)1.05 I1 b,
\ j=1

and is bounded by (1 — a) if and only if (2.1) holds. It ends the Theorem.

THEOREM 2.2. Ifz 1b;| > Z lajl+1,a; >0 and1+Z B > Z aj, then a
J=1 J= j=1

sufficient condition for the functzon 2{pWq(2)} to be in the class k ST (a)

and it is both necessary and sufficient conditions for z{p1e(z)} to be in

k—STT(a) (0<k<o0,0<a<]1)is

1+k& (a; + aj, aj)1,p; (aj, @j)1,p;
2.3 11+ 1
(23) (1 - a) ie [(bj + 85, Bihrg; ] g [(bf’ﬂf)lﬂ; ] -

.
=
ﬂ
2
LRy

A
+

Te
P—j
K‘0"
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Proof. Since

_: Ta; o ﬁl I'la; + o(n — 1)]2"
Hph(2)} = FT—2+ ) 5
1 I'b; n=2 '1:11 F[bj + ,3](71 —D](n—-1)
then, by virtue of Lemma 1.1 (equation (1.7)), we only need to show that
o0 ﬁf[aj+aj(n— 1)]
24) Y [ +k) - (k+a) | <1-a
n=2 L[bj + B(n — ](n — 1)!
j=1
Now, we have
- I1 Tla; +aj(n— 1)
Y n(1+k) - (k+a)] | 5=
n=2 -1;'[1 F[b] + ﬁ](n — 1)](n — 1)'
oo f[l Tlaj + a;(n + 1)]
= > [(n+2)A+k) - (k+a)] =
n=0 (b + Bj(n + 1)](n + 1)!
j=1

w | T1Ti(a; + ) + nay]
=1+r)Y |2

n=0 l_I1 L((b; + B;) + nf;ln!
N

y4 Y4
o | IIT[(a; +a;n) [ Ta,
j=1 j=1

+(1-a) 7 -
n=0 | [I T[(b; + Bm)nt | L Tt
j=1 J=1

(aj + o, 05)1,p; 1

(a3, 5)1,p5
—(1+k (- 1
( Jo¥s (b5 + 85, Bl (1= oty [(bj,ﬂjh,q; }
IEI Faj
(- —<1-a
[1Tb;
j=1

by the assertion (2.3). Hence 2{p¥4(2)} € k — ST(a).
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REMARK 1. In the special case, when k£ = 2 — o, Theorem 2.2 corresponds
to a result given earlier by Chaurasia and Srivastava [20, p. 2, Theorem 2.1].

THEOREM 2.3. Ifz |b;| > Z laj|+1,a; > 0 and 1+Z B; > E aj, then a
J=1 J= J=1 j=1

sufficient condition for the functzon 2{p¥q(2)} to be in the class k—UCV (),

(0<k<o0)is

(laj + 2041, 0t5)1,p;

25) (k+2
@8) B+ 2|10 498l B

+ 2(k + 2)p)q

(laj + oy, @j)1,p3 1} <1
(165 + Bjl s Bi) g

The number 1/k + 2 cannot be increased.

Proof. By virtue of Lemma 1.2, equation (1.8), it suffices to prove that

- f[lI‘[aj + aj(n —1)] ]
(2.6) Y n(n-1)|—= <%

n=2 le[bj + Bi(n—1)](n —1)!

=
we note, that
- 12[ I'(a; + a;n) 0o _l_p[ [(a; + ajn)
S (n+ 12|22 (n+1) |
n—=1 [I1T(b; +Bn)n!| n=1 [T T'(b; + Bjm)n!
3=1 =1
lp_[ I'(aj + ajn) l_p[ I(aj + a;n)

(e 0] o0 h
ZZ Jj=1 +2Z Jj=1

P+ Bmn—2) | 75| [T+ gm)(n— 1)

3

[

(-]
:1*"

1

J
(a5 + 20, v5)1pi | 2 (laj + a1, 05)1p5,

| (16 + 20651, Bi)1.q5 (15 + 85l , Bj)1es

which is bounded by 1/k + 2 if (2.5) holds. Hence the theorem is proved.

= pilq

REMARK 2. In the special case, when
(2.7) p=2¢=lar=a=p=lLa=qa=>bb=ca=0

and after some manipulation, Theorem 2.3 provides a similar results ob-
tained earlier by Swaminathan [19, p. 6, Theorem 2.10, Corollary 2.11,
Corollary 2.12].
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q 2 q p

THEOREM 2.4. If 3 |bj| > 3" laj|+1,a; >0 and 14+ > 3; > > aj, then
j=1 j=1 j=1 j=1

a sufficient condition for the function z{p1,(2)} to be in the class P () is

(laj + sl )13 |

(lajl s @j)1,p;
2.8 " + 0 1
R P S I PSS ]
ﬁI‘aJ
<lrl-p)+=
{1 ro,
=1

Proof. By virtue of Lemma 1.3 (equation (1.9)) it suffices to prove that

1 Tla; +ag(n — 1)

29 Y l+r@n-1) |2 < Irl(1 - B).
n=2 [ T[b; + 65(n = 1))(n 1!

3=

Now, we have

N 1 Tla; + aj(n — 1)
Y b+ 1 -]
n=2 jl_]lf[bj + Bj(n — 1)](n — 1)!
o0 ‘p Fla; + aj(n +1)]
=S +1) | =
n=0 jl:[l T[b; + Bi(n + 1)](n + 1)!

P p
[I [(aj + a;n) . [I Ta,
j=1

=1
J
+ E —_
el n!
n=0

[IT(; +8n) | f[lrbj
i

J=1

which is bounded by |7| (1 — ) if (2.8) holds. It ends the proof.

REMARK 3. Applying the parametric substitutions listed in (2.7) and af-
ter some manipulation, Theorem 2.4 would yield the similar known results
due to Swaminathan [19, p. 5, Theorem 2.5, Corollary 2.6, Theorem 2.7,
Theorem 2.8, Corollary 2.9].
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3. Particular cases

By specifying the parameters suitably, the results of this paper read-

ily yield some results due to Swaminathan [19] and Chaurasia and Srivas-
tava [20].
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