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ON VOLTERRA-FREDHOLM INTEGRAL EQUATION 
IN TWO VARIABLES 

Abstract. The aim of this paper is to study the existence, uniqueness and other 
properties of solution of a certain Volterra-Fredholm integral equation in two independent 
variables. The main tools employed in the analysis are based on the applications of the 
well known Banach fixed point theorem and the new integral inequality with explicit 
estimate. 

1. Introduction 
Consider the system of Volterra-Fredholm integral equation 

xy 
( V F ) u (x, y) = h(x,y) + \\F (x, y, s, t, u (s, t)) dtds 

oo 
oo oo 

+ j J G (x,y,s,t,u(s,t))dtds, 
o o 

for (x,y) G [0,oo) x [0,oo), where u,h,F,G G Rn, the n-dimensional Eu-
clidean space with appropriate norm |.|. We denote by i?+ = [0, oo) the 
given subset of R, the set of real numbers and A = R+ x R+, A2 = 
{(x,y, s,t) : 0 < s < x < oo, 0 <t<y< oo} and throughout assume that 
h G C (A, R"); F, G G C (A2 x Rn). 

The mathematical literature concerning Volterra and Fredholm integral 
equations involving functions of one independent variable is particularly 
rich. A good deal of information on such equations may be found in [1, 4, 5, 
10-13]. For the study of integral equations in several variables, we refer the 
interested readers to [2, 6-9, 18-20]. Volterra-Fredholm integral equations 
of the form (VF) are of particular interest, since the special versions of 
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the same arise in a variety of applications, see [20]. The main objective 
of this paper is to study the existence, uniqueness and other properties of 
the solutions of equation (VF) by using Banach fixed point theorem (see [5, 
p. 37]) coupled with Bielecki type norm [3] and the new integral inequality 
recently established by the present author (see [17, p. 111]). 

2. Existence and uniqueness 
Let E be the space of those functions <f> : A —* Rn which are continuous 

and fulfil the condition 

for (x, y) € A, where A > 0 is a constant. In the space E we define the norm 

It is easy to see that E with norm defined in (2.2) is a Banach space. We 
note that the condition (2.1) implies that there exists a constant N > 0 such 
that \<j) (x, y)| < iVexp (A (x + y)) for (x, y) € A. Using this fact in (2.2) we 
observe that 

We need the following new integral inequality established by Pachpatte 
(see [17, Theorem 2.5.7 part (ri), p. 111]). For detailed account on such 
inequalities, see [16, 17]. 

LEMMA. Let u (x, y) ,a(x,y),b (x, y) ,c(x,y),f (x, y), g (x, y) G C{R%, R+) 

(2 .1 ) \(t>{x,y)\ = O (exp (A (z + y))) 

(see [3]) 

(2.2) \<t>\E=
 S U P [1^ (®> y)l exp (—A + j/»]. 
(x,y)€ A 

(2.3) ME < N -

(2.4) u (x, y)<a (x, y) + b(x,y)\\f (s, t) u (s, t) dtds 
oo 

oo oo 

oo oo 
(2.5) p= \ \g(s,t)D (8, t) dtds < 1, 

o o 
then 

(2 .6 ) u(x,y) < B (x, y) + MD {x,y), 
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for x, y € E R+, where 
x y 

(2.7) B (x, y)= a (x, y) + b (x, y) A{x,y)\\f (s, t) a (s, t) dtds, 
oo 

xy 
(2.8) D (a;, y) = c (x, y) + b {x, y) A(x,y)\ \f (s, t) c (s, t) dtds, 

0 0 

(2.9) A (x, y) = exp j / (s, t) b (s, t) d i d s j , 

and 
, oo oo 

(2.10) M = — - \ \ g(s,t)B(s,t)dtds. 
p o o 

Our main result in this section is given in the following theorem. 

THEOREM 1. Assume that 

(i) F, G satisfy the conditions 

(2.11) |F {x, y, s, t, u (s, t)) - F (x, y, s, t, v {s, t))| 

< k (x, y, s, t) (s, t ) - v (s, t) |, 
(2.12) |G (x, y, s, t, u (s, t)) - G (x, y, s, t, v (a, i))| 

< r (x, y, s, t) |it (s, t ) - v (s, i)|, 
where k,r EC (A2, R+) , 

(ii) for A as in (2.1), there exist nonnegative constants a\, a? such that 
a\ + «2 < 1 and 

x y 
(2.13) j J k (x, y, s,t) exp (A (s + 1 ) ) dtds < a i exp (A (a; + y)), 

oo 
oo oo 

(2.14) J J r (x, y, s, i)exp (A (s +1)) dtds < «2 exp (A (x + y)), 
o o 

(iii) for A as in (2.1), there exists a nonnegative constant f3 such that 
x y oo oo 

(2.15) \h(x,y)\ + \]\F(x,y,s,t,0)\dtds+ \ j \G (x,y,s,t,0)\dtds 
00 0 0 

< ¡3 exp (A (x + y)). 

Then the equation (VF) has a unique solution u(x, y) on A. 
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P r o o f . Let u(x,y) 6 E and define the operator T by 

xy 

(2.16) (Tu) (x, y) = h (x, y) + \ \ F (x, y, s, t, u (a, ¿)) dtds 

oo 
oo oo 

+ j j G(x,y,s,t,u(s,t)) dtds. 

0 0 

First we show that Tu maps E into itself. Evidently Tu is continuous on A 
and Tu is in Rn. We verify that (2.1) is fulfilled. From (2.16) and using the 
hypotheses and (2.3) we have 

(2.17) | ( r«)(x ,y) | 
xy 

< \h(x,y)\ + \ \ | F(x,y,s,t,u(s,t)) - F (x,y,s,t,0)\dtds 

00 
oo oo 

+ j j \G(x,y, s,t,u(s,t)) — G (x,y,s,t,0)\dtds 

o o 
xy oo oo 

+ 5 5 1 ^ (x, y, s, t, 0 ) 1 dtds + \ \ \G (x, y, 8 , t, 0 ) | dtds 

00 0 0 
< P exp (A (x + y)) 

xy 

+ J J k (x, y, s, t) e x p ( A ( s + 1 ) ) | u ( s , i ) | e x p ( — A ( s +1)) dtds 

oo 
00 oo 

+ j ^ r(x,y, s, t) e x p ( A (s +1)) | t t ( s , t) | e x p ( — A (s +1)) dtds 

o o 
xy 

< (3 ex p ( A (x + y ) ) + l « ^ J J k (x, y, s, t) e x p ( A (s +1)) dtds 

oo 
oo oo 

+ \u\E J \r(x, y, s, t) e x p ( A ( s +1)) dtds 

o o 
< [f3 + N(ai + a2)] exp (A (x + y)). 

From (2.17) it follows that Tu G E. This proves that the operator T maps 
E into itself. 

Next we verify that the operator T is a contraction map. Let u(x,y), 

v(x,y) G E. From (2.16) and using the hypotheses we have 
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\(Tu) (x,y)-(Tv) (x,y)\ 
x y 

< \ \ |F (x, y, s, t, u (s, t)) - F (x, y, s, t, v (s, i))| dtds 
00 

oo oo 
+ J \ \G(x,y,s,t,u(s,t)) - G(x,y,s,t,v(s,t))\dtds 

o o 
xy 

< ^k(x,y, s, t) exp (A (s +1 ) ) |u (s, t) — v (s, i)| exp (—A (s +1)) dtds 
00 

oo oo 
+ J J r(x, y, s, t) exp (A (s + t)) \u (s, t) — v (s, t) | exp (—A (s +1)) dtds 

o o 
xy 

< \u — v\E j J k (x, y, s, t) exp (A (s +1)) dtds 
00 

oo oo 
+ \u — v\E j \ r(x, y, s, t) exp (A (s +1 ) ) dtds 

o o 

< \u - v\E (ai + a 2 ) exp (A (x + y)). 

Consequently we have 

|Tu — Tv\E < (a:x + |u — v\E . 

Since ai + a? < 1, it follows from Banach fixed point theorem (see [5, p.37]) 
that T has a unique fixed point in E. The fixed point of T is however a 
solution of equation (VF). 

REMARK 1. We note that Theorem 1 given above yields existence and 
uniqueness of solutions of equation (VF) in E. 

Indeed the following theorem holds concerning the uniqueness of solution 
of equation (VF) in Rn: 

THEOREM 2. Suppose that the functions F,G in equation (VF) satisfy 
the conditions (2.11), (2.12) with k(x,y,s,t) = b(x,y)f(s,t), r(x,y,s,t) = 
c(x,y)g(s,t), where b,f,c,g € C(A, I2 + ) . Let p be as in (2.5). Then the 
equation (VF) has at most one solution on A in Rn. 

Proof . Let u\ (x,y) and u^ (x,y) be two solutions of equation (VF). Then 
we have 
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(2.18) ui (x, y) - u2 (x, y) 
xy 

= \ \ { F (x, y, s, t, ui (s, t)) - F (x, y, s, t, u2 (s, t))} dtds 
0 0 

oo oo 
+ \ \ {G (x, y, s, t, u\ (s, £)) - G (x, y, s, t, u2 (s, t))}dtds. 

0 0 
From (2.18) and using the hypotheses we have 

(2.19) \ui(x,y)-u2(x,y)\ 
xy 

<b(x,y)\\f (s, t) \ui(s,t)~ u2 (s, t) | dtds 
oo 

oo oo 
+ c (x, y) \ \ g (s, t) \u-i (s, t) - u2 (s, £)| dtds. 

o o 
Here it is easy to observe that B(x,y) and M defined in (2.7) and (2.10) 
reduces to B(x,y) = 0 and M = 0. Now an application of Lemma (with 
a(x, y) = 0) to (2.19) yields |ui (x, y) — u2 (x, y)| < 0 , and hence u\ (x, y) = 
u2 (x, y). Thus there is at most one solution to the equation (VF) on A 
in Rn. 

3. Estimates on solutions 
In this section we obtain estimates on the solutions of equation (VF) 

under some suitable conditions on the functions involved in equation (VF). 
First we shall give the following theorem concerning the estimate on the 

solution of equation (VF). 

THEOREM 3. Assume that the functions F, G in equation (VF) satisfy the 
conditions 

(3.1) \F(x,y,s,t,u(s,t))\<b(x,y)f(s,t)\u(s,t)\, 

(3.2) \G(x,y,s,t,u{s,t))\<c(x,y)g(s,t)\u(s,t)\, 

where b, f,c,g G C (A, R+). Let p, D(x, y) be as in (2.5), (2.8) and 
J oo oo 

(3.3) Mi = 5 \g(s, t) Bx (s, t) dtds, 
5 0 

where B\ (x, y) is defined by the right hand side of (2.7) by replacing a(x, y) 
by \h(x,y) \. Ifu(x,y), (x,y ) G A is any solution of equation (VF) then 

(3.4) \u(x,y)\<B1(x,y) + M1D(x,y), 

for (x, y) G A. 
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Proof . Using the fact that u(x, y), (x, y) G A is a solution of equation (VF) 
and the hypotheses we have 

x y 
(3.5) \u(x,y)\< \h(x,y)\ + \\\F(x,y,s,t,u(s,t))\dtds 

oo 
oo oo 

+ \ 5 \G (x,y,s,t,u(s,t))\dtds 
o o 

xy 
< \h(x,y)\ + b(x,y)\\f(s,t) \u {s, t) | dtds 

00 
oo oo 

+ c(x,y)J J g (s, t) (s,t)\dtds. 
o o 

Now an application of Lemma to (3.5) yields (3.4). 

Next, we shall obtain the estimation on the solution of equation (VF) 
assuming that the functions F, G satisfy Lipschitz type conditions. 

THEOREM 4. Suppose that the functions F, G be as in Theorem 2. Let 
p,D(x,y) be as in (2.5), (2.8) and 

xy 
(3.6) ho(x,y)= \\\F{x,y,s,t,h(s,t))\dtds 

00 
oo oo 

+ j J \G(x,y,s,t,h(s,t))\dtds, 
o o 

J oo oo 
(3.7) M2 = t \g(s, t) B2 (S, t) dtds, 

1~P o o 
where B2 (x, y) is defined by the right hand side of (2.7) by replacing a(x, y) 
by ho (x,y). If u(x,y), (x,y) G A is any solution of equation (VF) then 

( 3 . 8 ) \u (x, y) - h (x, y) | < B2 (x, y) + M2D (x, y), 

for (x,y) G A. 

Proof . Using the fact that u(x, y), (x, y) G A is a solution of equation (VF) 
we observe that 

(3.9) u(x,y) - h(x,y) 
xy 

= \ Y> s> u *)) ~ F (x> Y > h (s> * ) ) } d t d s 00 
oo oo 

+ J j {G (x,y,s,t,u(s,t)) — G (x,y,s,t,h(s,t))} dtds 
o o 



846 B. G. P a c h p a t t e 

x y OO OO 

+ Jj F (x, y, s, t, h (s, t)) dtds + J J G(x,y, s, t, h (s, t)) dtds. 
oo o o 

From (3.9) and using the hypotheses we have 

(3.10) \u(x,y)-h(x,y) | 
xy 

< \h0 (x, y)\ + b(x,y)\\f (s, t) | u (s, t) - h (s, t)| dtds 
00 

oo oo 
+ c (x, y) J \ g (s, t) (s, t) — h (s, i)| dtds. 

o o 
Now an application of Lemma to (3.10) yields (3.8). 

The following theorem deals with the estimate on the difference between 
the solutions of equation (VF) and the system of Volterra integral equations 

xy 

(3.11) v (x, y) = h(x,y) + \\ F (X, y, s, t, v (s, t)) dtds, 
oo 

for (x,y ) € A, where the functions h, F are as given in equation (VF). 

THEOREM 5. Suppose that the functions F,G be as in Theorem, 2 and 
G(x, y, s, t, 0) = 0. Let v(x,y), (x,y) £ A be a solution of equation (3.11) 
such that \v (x, y)\ < Q, where Q >0 is a constant. Let 

oo oo 

a (x, y) = Qc {x, y)\\g (s, t) dtds, 
0 0 

and p, D{x,y) be as in (2.5), (2.8) and 
J oo oo 

(3.12) M3 = 5 \g(s, t) B3 (S, t) dtds, 
l~P 5 o 

where B3 (x, y) is defined by the right hand side of (2.7) by replacing a(x, y) 
bya(x,y). Ifu(x,y), (x,y) € A is a solution of equation (VF), then 

(3.13) \u(x,y) - v {x,y)\ < B3(x,y) + M3D {x,y), 

for (x, y) G A. 

Proof . Using the facts that u(x,y) and v(x,y) for (x,y) € A are the solu-
tions of equations (VF) and (3.11) we observe that 

(3.14) u (x, y) - v (x, y) 
xy 

= \\{F (x, y, s, t, u (s, t)) - F (x, y, s, t, v (s, t))} dtds 
00 
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OO OO 

+ \ \ {G (x, y, s, t, u (s, t)) - G (x, y, s, t, v (s, t)) 
0 0 

+ G (x, y, s, t, v (s, t)) — G (x, y, s, t, 0)} dtds. 

From (3.14) and using the hypotheses we have 

(3.15) \u(x,y) -v(x,y)\ 
xy 

< â{x,y) + b(x,y)\\f (s ,t) |u(s,i) -v(s,t)\dtds 

USJ USJ 
+ c (x, y) j j g (s, t) \u (s, t) — v (s, i)| dtds. 

o o 
Now an application of Lemma to (3.15) yields (3.13). 

4. Continuous dependence 
In this section we study the continuous dependence of solutions of equa-

tion (VF) on functions involved on the right hand side of equation (VF) and 
also the continuous dependence of solutions of equations of the form (VF) 
on parameters. 

Consider the equation (VF) and the system of Volterra-Fredholm integral 
equations 

xy 
(4.1) v (x, y) = h(x,y) + \\F (x, y, s, t, v (s, t)) dtds 

oo 
OO oo 

+ j ^ G (x,y,s,t,v (s,t)) dtds, 
o o 

for (x, y) € A, where h G C (A, Rn) ; F, G € C (A2 x Rn, Rn). 

The following theorem shows the continuous dependence of solutions of 
equation (VF) on the right hand side of equation (VF). 

THEOREM 6. Suppose that the functions F, G in equation ( V F ) satisfy 
the conditions (2.11), (2.12) with k(x,y,s,t) = b(x,y)f(s,t), r(x,y,s,t) = 
c(x,y)g(s,t), where b,f,c,g G C(A,R+). Assume that 

xy 
(4.2) |h(x, y) - h(x, y)\ + \ \ |F(x, y, s, t, v(s, t)) - F(x, y, s, t, v(s, t))\dtds 

oo 
oo oo 

+ j j |G (x,y,s,t,v (s,t)) — G(x,y,s,t,v(s,t)) \ dtds < s, 
o o 
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where h, F, G and h, F, G are the functions involved in equations (VF) and 
(4.1), v(x,y) is a solution of (4.1) ande > 0 is an arbitrarily small constant. 
Let p,D(x,y) be as in (2.5), (2.8) and 

J oo oo 
(4.3) M4 = \ \g(s, t) Bi (s, t) dtds, 

6 o 
where B4 (x, y) is defined by the right hand side of (2.7) by replacing a(x, y) 
by e. Then the solution u(x,y), (x,y) € A of equation (VF) depends con-
tinuously on the functions involved on the right hand of equation (VF). 

Proof . Since u(x, y) and v(x, y) for (x, y) G A are the solutions of equations 
(VF) and (4.1) we have 

(4.4) u(x, y) - v(x, y) = h (x, y) -h (x, y) 
xy 

+ \ \ { F s > t , u * ) ) - F ( x > y . t , v ( s > * ) ) 
00 

+F (x, y, s, t, v(s,t)) - F (x, y, s, t, v (s, t))} dtds 
00 00 

+ \ J {G{x,y,s,t,u(s,t)) - G(x,y,s,t,v(s,t)) 
0 0 

+ G(x, y, s, t, v(s, t)) — G(x, y, s, t, v(s, t))}dtds. 

From (4.4) and using the hypotheses we have 

(4.5) \u(x,y)-v(x,y)\ 
< \h (x, y) -h(x,y)\ 

xy 

+ j J |F(x,y,s,t,u(s,t)) - F (x, y, s, t, v (s, t))\dtds 
00 
xy 

+ \ \ (X, y, s, t, v (s, t)) - F (x, y, s, t, v (s, t))\dtds 
00 
00 00 

+ \ J \G(x,y,s,t,u(s,t)) — G(x,y,s,t,v(s,t))\dtds 
0 0 

00 00 

+ \ \ |G(x,y,s,t,v(s,t))-G{x,y,s,t,v(s,t))\dtds 
0 0 

xy 

<e + b(x,y)\\f(s, t) |u (a, t) - v (s, t)\dtds 
00 

00 00 

+ c (x, y) ^ j g (s, t) (s, t) — v (s, t)\dtds. 
0 0 
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Now an application of Lemma to (4.5) yields 

( 4 . 6 ) | u ( x , y ) - v {x, y)\<B4 (x, y) + MAD (x, y), 

for (x, y) G A. From (4.6) it follows that the solutions of equation (VF) 
depends continuously on the functions involved on the right hand side of 
equation (VF). 
R E M A R K 2 . From ( 4 . 6 ) , it is easy to observe that if B4 (x, y) and D(x,y) 
are bounded for (x, y) G A and e —> 0, then (x, y) — v (x, y)\ —> 0 on A. 

We next consider the following systems of Volterra-Fredholm integral 
equations 

xy 
( 4 . 7 ) z (x, y) = h(x,y) + \\H (x, y, s, t, z (s, t), fj) dtds 

0 0 

00 00 

+ \ \ L(x,y, s, t, z (s, t), (1) dtds, 
0 0 

and 
xy 

( 4 . 8 ) z (x, y) = h(x,y) + \\H (x, y, s, t, z (s, t), /¿0) dtds 
0 0 

00 00 

+ J j L (x, y, s, t, z (s, t), no) dtds, 
0 0 

for (x, y) € A, where h,H,L are in Rn, are real parameters and h G 
C ( A , Rn) -H,L£C ( A 2 x Rn x R, Rn). 

The next theorem shows the dependency of solutions of equations (4.7) 
and (4.8) on parameters. 

THEOREM 7. Assume that the functions H, L satisfy the conditions 

( 4 . 9 ) | H (x, y, s, t, z (s, t),n)-H {x, y, s, t, z (s, t), /z)| 

< b(x,y)f(s,t) |z{s,t) - z(s,i)|, 

( 4 . 1 0 ) | H{x,y,s,t,z{s,t),n) - H (x,y, s,t,z (s,t) ,/X0)| 

< n (x,y,s,t) |/i — Ho\, 

( 4 . 1 1 ) \L{x,y,s,t,z{s,t),n) - L(x,y,s,t,z(s,t) ,n)\ 

< c {x, y) g (s, t) \z (s, t) - z (s, t) |, 

( 4 . 1 2 ) | L ( x , y , s , t , z { s , t ) — L (x, y, s, t, z {s, t), /¿0) | 

<r2(x,y,s,t) \fi — /¿o|, 

where b,f,c,g G C ( A , R+); n , r 2 G C ( A 2 , R+) . Let 
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xy OO OO 

J J r\ (x, y, s, t) dtds + J J r2 (x , y, s, t) dids 
oo o o 

(4.13) o0 (x,y) = |/i - /i0| 

and p,D(x,y) be as in (2.5), (2.8) and 
J oo oo 

(4.14) Ms = \ \ g (s, t) B5 (S, t) dtds, 
1 ~ P o 6 

where (x, y) is defined by the right hand side of ( 2 . 7 ) by replacing a(x, y) 

by a o (x, y). Let z\ (x, y) and z2 (x, y) be the solutions of equations ( 4 . 7 ) and 

(4.8), respectively. Then 

(4.15) \z\{x,y)-Z2(x,y)\ < B5 (x,y) + M5D (x,y), 

for (x,y) G A. 

P r o o f . Let z (x,y) = z\ (x,y) — z2 (x,y). Since z\ (x, y) and z2 (x, y) are 
the solutions of equations (4.7) and (4.8) we have 

(4.16) z(x,y) = zi(x,y) -z2(x,y) 

xy 

= \ \ { H (x, y, s, t, z i (s, t),n)~ H (x, y, s, t, z2 {s, t), /¿) 

oo 
+ H (x, y, s, t, z2 ( s , t ) , n ) - H (x, y, s, t, z2 ( s , t), //0)} dtds 

oo oo 

+ H (X> S' Z l (S' 2/' 5> (s, t) , n) 
0 0 

+ L (x, y, s, t, z2 (s, t ) , n ) - L {x, y, s, t, z2 (s, t), /x0)} dtds. 

From (4.16) and using the hypotheses we have 
xy 

(4.17) \z (x, y)\ < b (x, y)\ \f (s, t) \Zl {s, t) - z2 (s, t)\dtds 

00 
xy 

+ \ \ ri {x, y, s, t) \n - ¡Mi\dtds 

oo 
oo oo 

+ c(x,y) \ \ g(s,t)\zi(s,t) - z2 (s,t)\dtds 

o o oo oo 
+ $ S r2(x,y,s,t)\fji-no\dtds 

o o 
xy 

= a o ( x , y) + b(x,y)\\f (s,t)\z ( s , t) \ dtds 

oo 
oo oo 

+ c(x,y)\ \ g(s,t)\z(s,t)\dtds. 

o o 
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Now an application of Lemma to (4.17) yields (4.15), which shows the de-
pendency of solutions of equations (4.7) and (4.8) on parameters. 

REMARK 3. We note that the ideas of this paper can be extended to study 
the Volterra-Fredholm integral equations of the form (VF) involving more 
than two independent variables. The details of the formulation of such 
results are very close to those of given above with suitable modifications. 
Here we omit the details. 

References 

S. A s i r o v and Ja. D. Mamedov , Investigation of solutions of nonlinear Volterra-

Fredholm operator equations, Dokl. Akad. Nauk. SSSR 229 (1976), 982-986. 
P. R. Beesack, Systems of multidimensional Volterra integral equations and inequal-

ities, Nonlinear Analysis T M A 9 (1985), 1451-1486. 
A. B ie leck i , Un remarque sur l'application de la méthode de Banach-Cacciopoli-

Tikhonov dans la théorie de l'équation s = f(x,y,z,p,q), Bull. Acad. Poln. Sci. 
Math. Phys. Astr. 4 (1956), 265-268. 
T. A. Burton, Volterra Integral and Differential Equations, Academic Press, New 
York, 1983. 
C. Corduneanu, Integral Equations and Applications, Cambridge University Press, 
1991. 
Z. K a m o n t and M. Kwap i s z , On nonlinear Volterra integral-functional equations 

in several variables, Ann. Polon. Math. 40 (1981), 1-29. 
M. Kwap i s z , On the existence and uniqueness of integrable solutions for integral 

equations in several variables, Libertas Math. 9 (1989), 37-40. 
M. Kwap i s z , Weighted norms and existence and uniqueness of Lp solutions for 

integral equations in several variables, J. Differential Equations 97 (1992), 246-262. 
M. K w a p i s z and J. Turo , Some integral-functional equations, Funkcial Ekvac. 18 
(1975), 107-162. 
M. A. Krasnose lsk i i , Topological Methods in the Theory of Nonlinear Integral Equa-

tions, Pergamon Press, Oxford, 1964. 
R. K. Mi l l e r , Nonlinear Volterra Integral Equations, W.A. Benjamin, Menlo Park 
CA, 1971. 
R. K. Mi l l e r , J. A. Nohe l and J. S. W. Wong , A stability theorem for nonlinear 

mixed integral equations, J. Math. Anal. Appl. 25 (1969), 446-449. 
J. A. Nohel , Asymptotic relationships between systems of Volterra equations, Ann. 
Mat. Pura Appl. XC (1971), 149-165. 
B. G. Pachpa t t e , On some applications of Wazewski method for multiple Volterra 

integral equations, An. Sti. Univ. Al. I. Cuza Ia§i 29 (1983), 75-83. 
B. G. Pachpa t t e , On a nonlinear functional integral equation in two independent 

variables, An. Sti. Univ. Al. I. Cuza Ia§i 30 (1984), 31-38. 
B. G. Pachpa t t e , Inequalities for Differential and Integral Equations, Academic 
Press, New York, 1998. 
B. G. Pachpa t t e , Integral and Finite Difference Inequalities and Applications, 

North-Holland Mathematics Studies Vol. 205, Elsevier Science, B.V. 2006. 



852 B. G. P a c h p a t t e 

[18] M. B. S u r y a n a r a y a n a , On multidimensional integral equations of Volterra type, 
Pacific J.Math. 41 (1972), 809-828. 

[19] W. W a l t e r , On nonlinear Volterra integral equations in several variables, J . Math. 
Mech. 16 (1967), 967-985. 

[20] W. W a l t e r , Differential and Integral Inequalities, Springer-Verlag, Berlin, New York, 
1970. 

57, SHRI NIKETAN COLONY, NEAR ABHINAY TALKIES 
AURANGABAD 431 001 (MAHARASHTRA) INDIA 
E-mail: bgpachpatte@gmail.com 

Received October 25, 2006; revised version December 9, 2006. 


