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FAMILIES OF ANALYTIC FUNCTIONS ASSOCIATED
WITH THE WRIGHT GENERALIZED
HYPERGEOMETRIC FUNCTION

Abstract. By introducing a new class of analytic functions with negative coefficients
which involves the Wright’s generalized hypergeometric function, we investigate the coef-
ficient bounds, distortion theorems, extreme points and radii of convexity and starlikeness
for this class of functions.

1. Introduction & preliminaries
Let A denote the class of functions f of the form:

(1) fB) =2+ ane",
n=2

which are analytic in U := U(1), where
U(r):={z:z€Cand |z| <7}

A function f belonging to the class A is said to be convez in U(r) if and
only if
Zf” (Z)
f'(z)

A function f belonging to the class A is said to be starlike in U(r) if
and only if

R(1+ )>0 (zelU(r); 0<r ).

Zf’(2)>
2 R >0 z€U(r);0<r£1).
@ (L& (= e U(r) )
We denote by S¢ the class of all functions in A which are convex in U and
by S* we denote the class of all functions in A which are starlike in U.
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For analytic functions

f(z)= ianz" and  g(z) = i bn2",
n=0 n=0

by f * g we denote the Hadamard product (or convolution) of f and g,
defined by

(Ffxg)(z):= Z anbn2™.
n=0

Let B be a subclass of the class .A. We define the radius of starlikeness
R* (B) and the radius of convexity R¢ (B) for the class B by

R*(B) = }Ielg (sup {r € (0,1] : f is starlike in U (r)})

and
R°(B) = }Ielg (sup{r € (0,1} : f is convex in U (r)}),

respectively.
Let a1, Ay,...,aq,A; and p1,B1,...,8sBs (¢,s€ N = {1,2,...})
be positive real parameters such that

s q
1+) Ba—) An>0.
n=1 n=1
The Wright generalized hypergeometric function [12] (see also [11])

qlps[(ah Al)a vy (aq, Aq): (/817 B]_), ceny (ﬂs, Bs); Z]
= q\IIs[(alm Ak)l,q; (ﬂka Bk)l,s; Z]
is defined by

¢¥s [(ok, Ay)1,4:(Br By),s; 2]

o0 q s -1 n
:=Z{HF(ak+Akn)}{HF(ﬂk+Bkn)} % (z e l).
k=1

n=0 k=1
IfA,=1(k=1,...,q)and By =1 (k=1,...,s), we have the relationship:

(3) wq\I]s [(aka 1)1,q;(ﬁk; 1)1,3; Z] = qu(ala ceey aq;ﬂl; cee 7:68; Z),
where ¢Fs(ai,...,aq;B1,...,Bs; 2) is the generalized hypergeometric func-
tion and

q -1 /s
(4) w = (H r (ak)) (H r (ﬁk)) :

The Wright generalized hypergeometric functions were invoked in the geo-
metric function theory (see [6]—(9]).
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In [4] Dziok and Srivastava, using the generalized hypergeometric func-
tion, introduced a linear operator. Now we extend the linear operator by
using the Wright generalized hypergeometric functions. First we define a

function 4¢5 (o, Ak)l,q;(ﬁk’ Bk)l,s; z] by
q¢s [(ak’ Ak)l,q;(ﬁka Bk)l,s; Z] =wz q\IIs [(ak, Ak)l,q;(ﬂka Bk)l,s; z]
and consider the following linear operator

(5) S [(ak, Ak)l,q;(ﬂka Bk)l,s] A= A,
defined by the convolution

S [(aka Ak)l,q;(ﬁka Bk)l,s] f(Z) = q¢s [(aka Ak)l,q;(ﬁk’ Bk)l,s§ 2] * f(Z)
It readily follows from (1) that

(6) [(akv Ak)l q ;Bka )1 s] f(z) =z+ Zw Op an2"™

n=2

where

(7) o = F(a1+A1 (n—l))---P(aq+Aq(n—1)) .
" Ir(Bi+B(n—1) - T(Bs+Bs (n—1))(n—1)!

Equation (6) yields the following relationship after some elementary calcu-

lations

8)  1©fa1+1] f(2) = 2410 [a1] f(2) + (a1 — A1) O[] f(2)

where, for the sake of convenience we denote

O[] £() = © [(a1, Ap)y- -, (0q, A (81, By), -, (B, B f(2).

In view of the relationship (3), the linear operator (5) includes the Dziok-
Srivastava linear operator [4] (see also [3] and [5]). Further, the linear oper-
ator defined by Raina [6] is contained in (5).
Let us denote by W(q, s; A, B) the class of functions f of the form:
o0

9) f(z)=z—Zanz" (an>0; n=2,3...),
n=2
which also satisfy the following condition:
Olon+1)f(2) 1+ Az cp< <
(10) Q1W+A1 a1-<A11+BZ (0=B=1, B___A<B)

In particular, for ¢ = s + 1 and o541 = As41 = 1, we write
W(s;A,B) = W(s+1,s;4A,B).
Classes of functions of the form (9) defined by some linear operators were

investigated by (among others) Choi, Kim and Srivastava (1}, Srivastava and
Aouf [10] and Dziok [2].
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Now using techniques due to Dziok and Srivastava [4] we investigate
the coefficient estimates, distortion properties and radii of convexity and
starlikeness for the class W (g, s; A, B).

2. Coeflicient estimates
The following lemmas follow easily:

LEMMA 1. Ifap = Bk, A = Br(k=1,...,3), then
Wi(s;1,-1) C S*.
LEMMA 2. If Ay < Ay and By > Bs, then
W(q, s; A1, B1) C W(g, s; A2, B2) C W(g,5;1,-1).

THEOREM 1. A function f of the form (9) belongs to the class W (g, s; A, B)
if and only if

B-A
) < = Ao Q=
(11) P dnan <O (5n (B+1n—-A-1)on; Q " ) ,

where w and o, are defined by (4) and (7).
Proof. Let a function f of the form (9) belong to the class W(q, s; A, B).
By (10) and the definition of subordination, we have
O [a1 + 1} f(2) 1+ Au(z)
SCICHE) L+ Bu(z)’
where u(0) = 0 and |u(z)|] < 1 for z € Y. Thus we obtain (for z € U)
a1 {6(a +1)f(2) — O(a1) f(2)}
a1BO(a1 +1) f(2) — (AA1 + (a1 — A1) B)O(01) f(2)
Hence, by (6), we have

+A - =4A

<1

(12)

o0

S (n—1)opanz™!
n=2 <1l (zell),
Q- > (Bn— A)opanz™1
n=2

where w, op, are defined by (4) and (7), respectively. Putting z=r (0<r<1),
we obtain

o0 o0
Z(n ~Dopanr™ < Q- Z(Bn — A)opanr™t,
n=2 n=2

which, upon letting r — 1—, readily yields the assertion (11).
In order to prove the converse, let a function f of the form (9) satisfy
the condition (11). Then, in view of (12), it is sufficient to prove that
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a1 [8(e1 +1)f(2) — O(en) f(2)]
—la1BO(a1 + 1) f(2) — (AA1 + (01 — A1)B)O(a1) f(2)] <0 (2 € U).
Indeed, letting |2| = r (0 < r < 1), we have

a1 |8(ar + 1) f(z) - O(a1) f(2)|
— la1BO(ay + 1) f(2) — (AA1 + (01 — A1) B)O(a1) f(2)]

= A1| i(n - l)wananzni - AllQ - i(Bn - A)wananznl
n=2 n=2

< A ( i(n — Dwopa,r™ — 2+ f:(Bn - A)wananr">
n=2 n=2

B 00 et 0o _

= rA, (;ananr Q) < Al(fganan Q) <0,

whence f € W(q,s; A, B).

Since the expression &, defined with (11) is a decreasing function with
respect to B (k = 1,...,s) and an increasing function with respect to oy
({=1,...,q), from Theorem 1 we obtain

ComroLLARY 1. Ifl e {1,...,q},j€{l,...,s},0< 0y < q,0 < A} < A4
and B; > B;,0 < By < By then the class W (g, s; A, B) (for the parameters
(o, Ak)1,q; (Bk, B)1,s) is included in the class W(q, s; A, B) for the param-

eters

(01,4;), .. -(c1-1,4;1), (O‘;’ A;)(al+1’ Al+1)’ .oy (ag, Aq);
(,Bly Bl), ceey (,Bj—th_l)’(ﬂ_;" B;)a (.Bj+l’Bj+1)1 ceey (IHS) B3)~

By Theorem 1, we also have

COROLLARY 2. If a function f of the form (9) belongs to the class W(q, s;
A, B), then

an_<_62 (n=2,3,...),

where 8, and Q0 are defined by (11). The result is sharp, the functions f, of
the form:

(13) fal2) =2 — %z" (n=2,3,..)

being the extremal functions.
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3. Distortion theorems

THEOREM 2. Let a function f of the form (9) belong to the class W(q, s;
A, B). If the sequence {6,} is nondecreasing, then

(14 P RS fE) ST o (] =r<1).
(52 62

If the sequence {%} is nondecreasing, then

(15) 1—@—7‘§|f'(z)|§1+@-r (2| =r <),
39 P

where 0, and 2 are defined by (11). The result is sharp, with the extremal
function fy of the form (13).

Proof. Let a function f of the form (9) belong to the class W(q, s; A, B).
If the sequence {0, } is nondecreasing and positive, by Corollary 2 we have

Q
(16) Y an < %

and if the sequence {%} is nondecreasing and positive, by Corollary 2 we
have

(17) > “nan < Lty

Using conditions (9) and (16) we can write

o0
z— E anz"
n=2

= 0
§r+r2Zan§r+£r2

st oo
|f(2)l = ST+Zanr"=r+r2Zanrn_2

n=2 n=2

n=2

and

@)= |z =Y ans"
n=2

o0 o0
2= anr"=r-12) a7’
n=2 n=2

200 Q2
Z>r—r ZanZT——(S—r.
n=2 2
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Thus we have (14). Using conditions (9) and (17) we have

f(Z) =|1- na,z" <1+ oonanr"_1=1+7.oonan,’.n—2
@)= 1= Lonans 5143

‘n—‘2 n=2 n=2
2Q
< 1+rn§2nan§1+3;r

and

oo o0
|£(2)] = Il ——Znanz ' >1- Znanr"_l =1 —ananr"'2

n=2 n=2 n=2

>1—-r2nangl—gr

Thus we have (15).

COROLLARY 3. Let a function f of the form (9) belong to the class
Wi(s;A,B). If B < oy, B, < Ar (k = 1,2,...,s), then the assertion (14)
and (15) holds true.

Proof. If g =s, and B, < ag, Br < Ax (k=1,2,...,s), then the sequences
{6»} and {%} are nondecreasing. Thus, by Theorem 2, we have Corollary 3.

4. The radii of convexity and starlikeness
THEOREM 4. The radius of starlikeness for the class W(q, s; A, B) is given
by

1
. 8, \ =1
(18) R (W(a,s4,8) = inf (25) "7,

where 6, and Q are defined by (11). The result is sharp.
Proof. By (2), the function f of the form (9) is starlike in the disk U(r), if

2f'(2) I
19 ———-1l<1 (zelU(r); 0<r<1).
(19) s (= eU(r) )
Since
o0 n oo et
2f(2) n§2 (n—=1)anz n; (n—1)an|2|
-1(= %) S [ore) )
f(2) z2+ Y apz" 1—- Y a2t
n=2 n=2
putting |z| = r, the condition (19) is true if
(20) Z na,r* ! <1.

n=2
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By Theorem 1, we have

o0
ona
Z nn < 1’
n=2 f
where J, and § are defined by (11). Thus the condition (20) is true if
nr”l < %n (n=2,3..)),

that is, if

It follows that any function f € W(q,s;A, B) is starlike in the disk
U(R*(W(q,s; A, B))), where R*(W(q, s; A, B)) is defined by (18).

COROLLARY 5.

R (W ) 1 (ak > Br, Ax > By; k=1,...,s)
TW(siA,B) =94 . s yair o
512151(;??) (ak<ﬁk1 Aj < By; k—l,...,S),

where 6, and Q are defined with (11). The result is sharp.
Proof. By Corollary 1, Lemma 1, and Lemma 2, we have
W(s;A,B)CS* (ax> Pk, Ax > Br; k=1,...,s).

By Theorem 4, any function f € W(s; A, B) is starlike in the disk U (r),
where

r= inf (dn)™T (dn =%) .

n>2

Since, for ay < Bi, Ax < Bi (k=1,...,s), we have

lim dy=d <1, lim (d)™T =1, and dp >0 (n=2,3...),
n—oo

n—oo

1
the infimum of the set {(dn)ﬁ ‘n > 2} is realized for an element of this
set for some n = ng. Moreover, the function

fro(2) =2 — ﬁz"",
Ono

belongs to the class W(s; A, B), and for z = (d,,o)"ol-1 , we have

()

Thus the result is sharp.
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THEOREM 5. The radius of convezity for the class W(q, s; A, B) is given by

1
c . 5,” n—1
R (W(q7 s; 4, B)) - nl'rzlg (m) )
where 8, and Q are defined with (11). The result is sharp.

Proof. The proof is analogous to that of Theorem 4, and we omit the
details.

REMARK. The results presented in this paper extend the results obtained
earlier by Dziok and Srivastava [4].
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