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Abstract. In this article we introduce the notion of statistical bounded variation
sequences. We prove some results, those include the decomposition theorem and obtain
the Kéthe-Toeplitz dual of the space of statistical bounded variation sequences.

1. Introduction

In order to extend the notion of convergence of sequences, statistical
convergence was introduced. First it was studied by Fast [2] and Schoenberg
[9] independently. Later on it was studied from sequence space point of view
and linked with Summability theory by Fridy [3], Connor [1], Maddox [6],
Salat [8], Rath and Tripathy [7], Kolk [5], Tripathy ([10], [11], [12]) and
many others.

The idea depends on the natural density of the subsets of the set N of
natural numbers. A subset E of N is said to have natural density §(F) if

ll-—'OO

§(E) = lm p-1 Z xEe (k) exists, where xg is the characteristic function
=1

of E. Clearly ﬁmte subsets of N have zero natural density and 6(E°) =
0(N — E) =1-§(E). In this article we introduce the notion of statistically
bounded variation sequences, on extending the notion of bounded variation
sequences. The idea is quite similar to the idea of statistical convergence of
sequences.

2. Definitions and background
Throughout the paper w, ¢, by, ¢, bv, £, ¢; represent the spaces of all,
convergent, bounded variation, statistically convergent, statistically bounded
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variation, bounded and absolutely summable sequences respectively. A se-
quence (z,) is said to be of bounded variation type if (Az,) € ¢; , where
Az, =, — Tpyy forallne N.

A sequence (z,) is said to be statistically convergent to L if for every
€>0,0({k e N :|zr—L| > €}) =0. We write 2" 5'L or stat—lim =i = L.

DEFINITION. A sequence (z,) is said to be statistically bounded variation
sequence if (Az,,) € ¢; such that 6({n; : ¢ € N}) = 1, where Az,, =
Tp, = In,,, forallie N.

To have a clear picture of the above definition, let us consider the fol-
lowing example. '

EXAMPLE 1. Define the sequence (z,) as:

oo=dm ifn=%k% keN,
i n~1, otherwise.

The above example shows that bv contains some unbounded sequences
too. It is clear that bv and bv N €., are linear spaces.

Let (zx) and (yx) be two sequences, then we say that z; = y;, for almost
all k (a.a.k) if 6({k € N : zx # yi}) = 0.

Let E C w , then the a-dual of the sequence space F is defined as

E* = {(y) € w: (zxyx) € t1, forall (zx) € E}.
The following result will be used for establishing the results of this article.
LEMMA 1 (Salat [12], Lemma 1.1 ). A sequence (z,,) is statistically conver-

gent to L if and only if there erists a subset K = {k; : i € N} of N such
that 6(K) =1 and lim;_, o zx, = L.

LEMMA 2. (bv)* = ¢;.

OO0 o0
LeEMMA 3 (Hardy [4], Theorem 4). If 3" anu, is convergent whenever Y, un

is convergent, then (an) € bv. n=l n=1

3. Main results

In this section we state and prove the results of this article. The proof of
the following three results are routine works in view of the definitions and
Lemma 2.

THEOREM 1. bv C bv C € and the inclusions are proper.

THEOREM 2. A necessary and sufficient condition for (z,) € bv, where
Tn = an + b, for all n € N is that its real and imaginary parts (an) and
(bn) belong to bu , where i is the imaginary unit.

THEOREM 3. (bu N €x)* = £;.
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THEOREM 4. Let (z,) be a sequence of real numbers. Then a necessary and
sufficient condition for (z,) € bv is that it contains a subsequence of the
form Ap,, — B, where A, > 0, By, > 0, and decrease steadily as my
increases over M = {m; : i € N}, where (M) =1 and (An,) € bv and
(Bm,) € bu.

Proof. The sufficiency is clear in view of the following inequality and the
hypothesis:

|AZm, | < |AAm, |+ |ABn,| forall ke N.

For the converse part, let (z,) € bv and lim; .o Tm, = a for some
M = {m;:i€ N} with §(M) = 1. Let
Pm; = Az, (if Azp, >20) and p,, =0 otherwise,
= |Azp,| (if Azp, <0) and gn, =0 otherwise.

oo o0
Let Crn, = Y DPm, and Dip, = Y gim,-

k=n i=n
Then C,,, and D,,, are positive and decrease steadily as n increases
and Cp,, — Dy, = Ty, —aforalln e N.
We can choose A,, = Cp,,, + @ and By,, = Dy, + 8 where a , 3 are
suitably chosen constants.
This completes the proof.

THEOREM 5. The following are equivalent:
(i) (an) € by,

(ii) there ezists sequences (z,) and (yn) such that a, = T, + yn for all
n € N, where (z,) € bv and 6({k € N : y, #0}) = 0.

Proof. Let (a,) € bv, then E |Aag,| < oo for some S = {k; : i € N} with
=1

0(S) = 1. Let us construct the sequences (z,) and (y,) as follows:
Tn=a, and y, =0for 1 <n < ki;
T, =ar, and y, =0if n=k; € S;
and
Tn =Gk, and Yy = ap —ag,,, if k1 <n<kip1,i€N.
Clearly (z,) € bv and 6({k € N yx #0})=0.
Conversely let (ii) holds. Let M = {k € N : y, = 0}, then §(M) = 1.

(o) —
Let M = {n; : i € N}. Then we have ) |Aa,,| < 0o as such (a,) € bv.
i=1

NOTE. The above result is called as the decomposition theorem for bv. From
the construction of the above result, one can have the following statement.
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" The sequence () € bu if and only if there ezists (yn) € bv such that
Ty = Yn for a.a.n”

THEOREM 6. Let K = {n; : 1 € N} C N be such that 5(K) = 1. If 3, an,un,
i=1

o0 -
is convergent whenever ) u,, is convergent, then (a,) € bv.
i=1
Proof. By Lemma 3 we have (a,,) € bv and since (K = 1, it follows that
(an) € bu.
THEOREM 7. If (a,)€bv and Y. |un|<oo for some M CN with §(M)=1,
M

ne
there erists K C N such that 6(K) =1 and Y a;u; is convergent.

icK
Proof. Let (an) € bv , then there exists T = {t; : 1 € N} C N such that
O0(T) =1 and E |Aay,| < oo. Let li‘go = a. Let E |un| < 0o be such

EM
that 6(M) = 1 Let K=TNM={k;:i€ N} Then clearly 6(K) =

Let s, = Z ug, forallm € N and "™ s, = a say. By Abel’s summation

n—oo

formula we ha.ve
n—1 (=) 0o
Zukiaki = Z sk‘.Aaki + Sk, ak, = Zukiak‘. = E:Sk:'.Aaki + aa.
i=1 i=1 i=1 i=1

o0
Since (si,Aag,) € 41, it follows that ) uy,ax, is convergent.
i=1
REMARK. Theorem 6 and Theorem 7 cannot be combined togather to get
a statistical analogue of Theorem 5 of Hardy [4]. It is possible when u,, > 0
for all n € M with §(M) = 1. In this case one will have a statement ” The
necessary and sufficient condition for (a,) to be a statistical convergence

factor for Y wu, < oo, where 5(M) =1 and u, >0 for alln € M is that
neM

(an) € B0,
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