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LINEAR APPROXIMATION
AND ASYMPTOTIC EXPANSION ASSOCIATED
WITH THE SYSTEM OF FUNCTIONAL EQUATIONS

Abstract. We consider the following perturbed system of functional equations

m n m n
®)  f@=2) > apd(fiRux@)+ I > biikfi(Sik(@) +6i(2),

k=1 j=1 k=1 j=1

VeeQCRP;i=1,2,...,n,

where ¢ is a small parameter, |¢| < 1;Q is a compact or non-compact domain of R?,
aijk,bijr are the given real constants; R;jx,Sik : 2 = Q,®: R — R,g; : @ — R are
the given continuous functions and f; : @ — R are unknown functions. By using the
Banach fixed point theorem, we prove the system (x) has a unique solution. In the case of
® € C?(R; R), we also obtain the quadratic convergence of the system (*). Moreover, if
de CN(R; R) and z:;l Z;=1 maxj<;<n lbijk| < 1, then an asymptotic expansion of
the solution of the system (%) up to order N + 1 in ¢ is obtained, for ¢ sufficiently small.

1. Introduction

In this paper, we study an asymptotic expansion of solution in the small
parameter € of the following system of functional equations

L) fil@) =€ D ) aiwd(fi(Rigu(@))+D_ Y bisk f3(Sizu(2))+gi(=),

k=1j=1 k=1j=1
Ve QC RP;i=1,2,...,n,

where ¢ is a small parameter; ) is a compact or non-compact domain of R?,
a;jk, bijr are the given real constants; Rijk,Sijk : 0 = Q, ®: R — R, g; :
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2 — R are the given continuous functions and f; : £ — R are unknown
functions.

In [1], system (1.1) is studied with p = 1, Q = [-b,b], m = n = 2,
a;jx = 0 and S;;; binomials of first degree. The solution is approximated by
a uniformly convergent recurrent sequence and it is stable with respect to
the functions g;.

In [2], we have studied a special case of (1.1) with p = 1 and 2 =
[—b,b] or  an unbounded interval of R. By using the Banach fixed point
theorem, we have obtained the existence, uniqueness and also stability of
the solution of the system (1.1) with respect to the functions g;. In the
case of a;;x = 0 and S;j; being binomials of first degree, g € C"(2; R™)
and 2 = [-b, b] we have obtained a Maclaurin expansion of the solution of
system (1.1) until the order r. Furthermore, if g; are polynomials of degree
7, then the solution of system (1.1) is also a polynomial of degree r. Next,
if g; are continuous functions, the solution f of (1.1) is approximated by a
uniformly convergent polynomial sequence. Afterwards, these results have
been extended in (3] to the multi-dimensional domain Q C RP, S;;x being
affine functions. Furthermore, we also give a sufficient condition for the
quadratic convergence of the system of functional equations [3].

In this paper, we consider three main parts. In Part 1, by using the
Banach fixed point theorem, we prove the existence and uniqueness of the
solution of system (1.1). In Part 2, we give a sufficient condition for the
quadratic convergence of the system of functional equations. In Part 3, we
prove that if ® € CN(R;R) and Y ;. , 30 | maxi<j<n |bijk| < 1, then an
asymptotic expansion of the solution of system (1.1) up to order N + 1 in
€ is obtained, for ¢ sufficiently small. The results obtained here relatively
generalize the ones in [1-3].

2. Notations, functions spaces

A point in R? is denoted by z = (z1,...,2p). Wecall @ = (a1,...,ap) €
Z% a p -multi- index and denote by z* the monomial z7* ...xp?, which
has degree |a| = Y_7_, ;. Similarly, if D; = 8/0z; for 1 < j < p, then

lal . .
D> =D ... Dp? = —2 denotes a differential operator of order |af.
1 p 8z1...8z,"

We also denote a! = oq!...apl.

With Q a compact subset of R?, we denote by X = C(f2; R™) the Banach
space of functions f = (fi,..., fr) : § = R™ continuous on {2 with respect
to the norm

(2.1) Illx = sup ; |fi()].
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When Q C RP is a non-compact domain, we denote by X = C(2; R™)
the Banach space of functions f : ! — R™ continuous, bounded on §2 with
respect to the norm (2.1). We note that, if Q C RP is open, the functions
in C(Q; R™) need not to be bounded on Q. If f € C(2; R™) is bounded and
uniformly continuous on {2, then it possesses a unique, bounded, continuous
extension to the closure £ of 2. Hence, we define the vector space C(Q; R™)
consisting of all those functions f € C(; R™) for which f is bounded and
uniformly continuous on 2. This is a Banach space with norm the given
by (2.1).

Similarly, for any non-negative integer m, we put

C™(R™) ={f =(f1,--.,fa) € C([R") : D*fi € C(L R™),

o} <m,i=1,...,n}
for 2 C RP a domain in RP, and

C™(;RY) ={f=(f1,.-.,fn) € C(; R") : D*f; € C(S; R™),

ol <m,i=1,...,n}
for & C RP an open set in RP. C™(Q; R") is also a Banach space with
respect to the norm

(22) 1P ln@an = max sup 3 ID*A(@)
We write system (1.1) in the form of an operational equation in X =
C(Q; R™)
(2.3) f=¢eAf+Bf +g,
where

f= Ui Jud AF = (AP (Af)n), B = (Bf ), (B)), with
(Af)i(z) = Zzazzk‘l’(fa(Ruk(w))),

k=1 j=1

(Bf)i(z) = Zzbijkfj(sijk(z)), (i =1,2,...,n) for all Vz € Q.

k=1 j=1

3. Theorem on existence and uniqueness of the solution

Put ||[biji]ll = > peq >oie MaX1<j<n |biji| . First, we need the following
Lemma.
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LEMMA 1. Let ||[bijx]]| < 1 and S;ji : @ — Q be continuous. Then the linear
operator I — B : X — X 1is invertible and

1

-1
10=B70 < o

Proof. We easily verify that

(3.1) IBfllx < llbsilll Ifllx VS € X.

Hence, ||B|| < ||[bijk]|| < 1 and then the linear operator I — B is invertible

and
1 1

< . n
1—|IB|| = 1= |i{bix]l
By Lemma 1, we rewrite the functional equations system (2.1) as follows
(3.2) f=U-B) Y eAf +9) =Ty
We make the following hypotheses:

IT-B)~| <

(H1) Rijk, Sijk :  — § are continuous;

( ) (gl"' 7gn)e-X;
(Hz) [|[bsse]ll < 1;
(H4) ® : R — R satisfying the following condition: VM > 0,

3C1(M) > 0: |8(y) — (2)] < CL(M) |y — 2| Y9,z € [-M, M].
(Hs) M > Hglxr and

0<eo< M (1 — ||[bsje] )

(MC1(M) +n|2(0)]) ll[@ssx]ll

Given M > 0, we put
Ku={f€X:|flx <M}
Then, we have the following Lemma.
LEMMA 2. Let (Hy)—(H4) hold. Then, we have
@) 1Aflx < o]l (CL(M) | flx +n]|2O)]) Vfe Ku.
G) [ar - A7 <l |F-F|,  ¥£Fe Ku
The proof of this Lemma 2 is straightforward and we omit the details. m
Then, we have the following Theorem.

THEOREM 1. Let (Hy)-(Hs) hold. Then, for every e, with |e| < g, the
system (3.2) has a unique solution f € K.
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Proof. It is evident that Tf € X, for every f € X. Considering f, f € Ku,
we easily verify, by Lemma 1 and Lemma 2, that

(33) ITflix = |(I - B) " (eAf +9)|lx
< || =B)7!|| (e Il Afllx + llgllx)

1
S Tl [eo [lasze]ll (MCL(M) +n|2(0)]) + llglix]

(3.4) HTf—Tf”X - H(I—B)—ls(Af—Af)”X

<eo[(1- By ||As - A7),

< “CURI 1],

Notice that, from (Hs) we have

(3:5) [eo [[asz]l| (MCL(M) +n |@(0)]) + llgllx] < M,

-
1 — || [bize]

and

_ coCi(M) flagi]l
1 — il
It follows from (3.3), (3.4), (3.5), that T : Ky — K is a contraction

mapping. Then, using Banach fixed point theorem, we have the existence of
a unique f € Kjs such that f=Tf. =

<1l

REMARK 1. Theorem 1 gives a consecutive approximate algorithm
(3.6) g =Tgw=1 1, =1,2,..., where g¥ € K is given.

Then the sequence {g{*)} converges in X to the solution f of (3.2) and

we have the error estimation
ok
en o -1, < |76 - 49|

x1-0’

p=12 .=

4. The second order algorithm
In this part, we consider the algorithm for system (1.1)

(4.1) ) =¢ 35 ad (£ 7V (Riju(2)))

k=1j=1

+6 30 aind (f) 7V (Rije()))

k=1j=1
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x [F{(Riji(2)) = £V (Rijue(2))]
+ 30 bk Sk (@) + 9i(2),
k=1 j=1

forzeQ,i=1,2,...,n,and v=1,2,..., where f(°)=(f1(0),.. (0))€KM
is given. Rewrite (4.1) as linear system of functional equations

(4.2) (@) Z E;’,l ) (Riji(2))

+ZZ bisk S (Sije(z)) + 9 (),

k=1 j=1
where
(4.3) i () = e ai® (£ (Risu(2))),
and

449 g¥ () =gi(x)
+e Y > aikl®(f D (Ri(2))) = &' (1D Ris(a)) £ (Rigu(2)).

k=1 j=1

Then, we have the following

THEOREM 2. Let (H;)~(Hz3) and ® € C'(R; R) hold. If f*~1 € X satisfies
(4.5) a, = E ,Z: 1%32( sup

there exists a unique function f(*) € X being solution of system (4.2)~(4.4).

o5(@)| + Ibelll < 1,

Proof. We write system (4.2)-(4.4) in the form of an operational equation
in X =C(; R")

(4.6) fO =T,50),
where
(4.7) T i) = 303 0@ (Ruse(@)
k=1 j=1
+ 30> b fi(Sijr()) + (),
k=1 j=1

forzeQ,i=1,2,...,n,and f=(f1,...,fa) € X.
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We can easily check that T, : X — X and
IT.f - T.fllx < ewllf - fllx

for all f, fe X. Then using the Banach fixed point theorem, there exists of
a unique function f*) € X being solution of system (4.2)—(4.4). =

We make the following hypotheses:

(Hs) ® € C?(R; R),
(H7) llgllx + lel lfas;xlll BM My + n |@(0)]) < (1 — |I[bise]ll) M,
where M1 = supy,;<u |®'(y)]-

Then, we have the following

THEOREM 3. Let (H1)—(Hs), (Hsg), (H7) hold, let f be the solution of system
(1.1) and the sequence {f*)} be defined by algorithm (4.2)—~(4.4).
(i) If ||f(°)||x < M, then

(4.8) 1F® = fllx < Bullf¥Y - flii%, v=1,2,...
where

EM; ||[aize] ||
4.9 B = 2 >0,
(4.9) T MGegelll - £Ma MTagall
and

M; = sup [®"(y)].
lyl<M

(i) If we choose the first term f(© sufficiently near f such that
Bullf® - flix <1,

then the sequence {f(*)} converges quadratically to f and satisfies the error
estimation

1 2"

(@10) 59~ fllx < o (BulfO - llx) v=1.2,0
M

Proof. First, we will verify that if ||f(°)||x < M -then

(4.11) IFNx <M, v=1,2,...

Indeed, supposing

(4.12) I Vllx < M,

we deduce from (4.2), (4.12) that

(4.13)

m n

v () .. v (v)
1#llx < (Zzlfgfgnjgg @) + n[bmk]u) 1Flx + 19 lx-

k=11i=1
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On the other hand, we have

(4.14) o @) < lel lasji 19/ (£~ (Rije(2)))]
< le| laije| sup |®'(y)| = |e| My |aijkl.
lyl<M

Hence, we deduce from (4.13), (4.14) that

(4.15) IFNx < (el Ma Wagalll + 1osgall) 15 llx + g llx
Note that (Hr) implies [e] My [[[asja]ll + [[[bise]ll < 1, hence we obtain

1
4.16 fPlx < .
@16 1 < oy T 1o

On the other hand, from (4.4) we get
(4.17) 9™ 11x < llgllx + le] lasalll (n|@(0)| + 2M M)
Hence, from (4.16), (4.17), and (H7), we obtain

+ le] ll[aize]ll (n |2(0)] + 2M M)
@® W T Biselll — Il M fa]l
Now, we shall estimate ||f — f®)]|
Put e®) = f — f(*), we obtain from (1.1) and (4.1) the system

(419)  &’(@) = file) - £ ()
= 23 o [P Ronta)) = ¥ (5 Rusn(a) 5™ (Ri)]
k=1 j=1

+ (Be)(x) + gi

m

2) - 9{"()
> ask (6 (Rin(2)) = 2" (Rese(@)))]

= (BeM);(z) + ¢
k=1 j=1

m

e D> i (£ (RBu(@) [ (Risa () = e ™V (Rigu(a))] -

k=1 j=1

Using Taylor’s expansion of the function ®(f;) about the point f;"—l) up
to order two, we obtain

(420) (55 - (@) = PG @) e )

1 v v— 2
+52" (W) e VW)

where
y = Rizu(z), X (@) = £ V() + ;¢ (), 0<8; < 1.
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Substituting (4.20) into (4.19) where the arguments of f;, f;"" , g" b /\( V)
appearing in (4.20) are replaced by y = R;;k(z) we obtain
@21 (@) = (Be):()
+e Z 3 0k (1 (Rige ()6l (Ri(2)

=1 j=1
)

k
It follows from (4.12), (4
(422)  [ex
< iBgalll le®lix + le| Malle™]ix

|€|M ZZ |aUk|supZ|e(" 1)(33

i=1 k=1 =7

(4.21), that

2
v g Z v—
< (Wbl + el M) 1 llx + L 0y fall sup (Z e l)
z j=1

v € Y-
< (IBuelll + el Ma) €]l + |—2I M |[asse] e V1%

Hence, we obtain (4.8) by (4.9), and (4.22). Finally, we deduce easily (4.10)
from (4.8). =

REMARK 2. Choosing the first term f(©) such that By “ O — f|| x <1
Theorem 1 gives a consecutive approximate algorithm (3.6). Then the se-
quence g*) — f in X and we have the error estimation (3.7). Choose o
sufficient large such that

gho
Bullg®) — fllx < Bum|Tg® - g(O)”X——-—l — < 1.

Then we take f(O) = g(so), g

5. Asymptotic expansion of solutions

In this part, we assume that the functions R;;k, Sjjk, g, ® and the real
numbers a;;k, b;jx, M satisfy the assumptions (H;)—(Hs), respectively.

We make the following hypothese:

(Hs) ® e CN(R;R).

We consider the perturbed system (3.2), where € is a small parameter
le] < eg. Put L=1— B.
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Let us consider the sequence of solutions {f [’]}, r=012...,N,
fI"le K (with suitable constant M >0) defined by the following systems:
(5.1) fl0 = g = PO,

(5.2) L = pll = g0
(5.3) Lft=pll r =23 ... N,
where

plrl = (Pl[r],ler]’ ...,P,[,r]),"' =0,1,...,N,

m n

(5.4) P () = (AfMi(z) = 3N ain® (£ (Riji(2))),
k=1 j=1
(5.5) PP (z) = iiaijk<1>’(f§°](Rijk(w)))f,[”(Ruk(z))-
k=1 j=1

For s=3,4,...,N,
(5.6)

m n s—1
PP =33 au L 00 Rn@) Y 7 (Runla),

k=1 j=1 r=1 lyl=r,n(m)=s—1 "

where, we have used the following notations:
For a multi-index v = (1,72, -.,7~) € Z¥,

N

N
M=% M=mhel..wh 0= in
i=1

i=1 =
o= (M B,y = ey Py (e Ny
Put

N

(5.7) h= flo] + Zgrf[r] = 0 4+ U,
r=1

then
N

(5.8) v=f-) fl=f-
r=0

satisfies the system

(5.9) Lv =¢[A(v + h) — Ah] + E¢,
where
N
(5.10) E. = e[A(fO +U) - A(f))] - ) &Pl

r=2
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Then, we have the following lemma.

LEMMA 3. Let (Hy)—(Hs) hold. Then there exist a constant C,(\}) such that

(5.11) IElx < CF lel™*?,
where CI(\}) is a constant depending only on N, ||[ai&]ll, IfMlx,
r=0,1,...,N.

Proof. First, we need the following Lemmas.
LEMMA 4. We have

N r rN ol
(5.12) (Z ngp) = Z Z —'x“’sp
p=1

=7 |y|=rm(v)=p
Yz = (z1,...,zn) € RN, Ve € R,Vr, N € IN.
LEMMA 5. We have

N-1rN N-1 rN
(5.13) z zCrpe” Z Z Crpe? + z Z Crp€?,
r=1 p=r p=1 r=1 r=1 p=N

wheree,Crp € R, 1 <r <N -1,1 5p§N(N—1),N-2,3,... .
The proof of the Lemmas 4, 5 is straightforward and we omit the details.

Proof of Lemma 3. In the case of N = 1, the proof of Lemma 3 is
easy, hence we omit the details, which we only prove with N > 2. We have

6:14) (AU +0)— AT = 30 Y aB( +0) — (),

k=1 j=1

where, we denote f][()] = f}ol(&jk(z)).

By using expansion of the function &( f}ol +U;)—9( fjlo]) round the point
f}ol up to order N, we obtain(we omit the arguments R;;x(z))

N-1
1 T T 1 a
(5.15) &1 +Up)-2(f;") = 3 2T+ 572+ U)UY.
r=1 )

Using the Lemma 4, we obtain

N r rN
(5.16) U{:(ZstJ[P]) = ¥ _f—wep
p=1

1
p=r |yl=rm(n)=p |
Hence, it follows from (5.15), (5.16) and Lemma 5, that
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(5.17) ¢Lﬁm—+bg)— (s

_ Zq;(r) [ Z Z

I'rl—r,n('r)~p

-~ 1.,
+<1><N>(f}°1+0,-U,.)Z > o

p=N |v|=Nn(v)=p

B Y e

1 r=1 [vl=rn(v)=p

Mrw

2

-1

o]

]
]

9
I
I

4

-1 rN 1
R -
+ &) f[] Z ?f TeP

r=1 p=N [vi=rn(y)=p

M f[°+oU)Z 3

p=N |v|=Nn(v)=p

Substituting <I)(f][0] +U;)— <I>(fJ[0 ) in (5.17) into (5.14), we obtain after some
rearrangements in order of ¢, that

(5.18)  (A(f+U) - A(f))i(2)

N-1 m n p o] 1
- (e o0 Y r)e

=Yg
7.f j

p=1 » k=1j=1 r=1 [y|=rn(v)=p
N-1 rN 0 1
153 3 35 LT UND oI X
k=1 j=1 r=1 p=N lvl=ra(n)=p '
m n N? 1
+3 D and™M+8U) D Y ST
k=1j=1 p=N |y|=Ng()=p '
N-1
= 3" PP (z)e? + eV Ry[®, €],
p=1
where N—1 N .
(5.19)  eNRn[®,¢e); = Zzazak Z Z‘I)(T) [] Z fylf—”
k=1j=1 r=1 p=N lvl=ra(y)=p

m n e
+3 Y and +ou) Y > l!f_’]’fp'

k=1 j=1 p=N |y|=N(v)=p
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We deduce from (5.4)-(5.6), (5.18), (5.19) that

N
(5.20) Eei(z) = e(A(f +U) = A(f))i(z) = Y Pl = eNHRy[®, el
r=2
By the boundedness of the functions f"l,r = 0,1,2,..., N, fi"l € Ky, we
obtain from (5.19), (5.20) that

(5.21) I1Ellx = [N |Rn (@, e]llx < CF 1N .
Lemma 3 is proved completely. w

THEOREM 4. Let (Hy)—(H3), (Hs), (Hs) hold. Then there exists constant
g1 > 0 such that, for every e, with |e| < €1, the system (3.2) has a unique
solution f. € Ky satisfying the asymptotic estimation up to order N +1 as
follows
N
(522) “fe _ Zsrf[r] <2 ”L—IH C}\}) |€|N+1 ’
r= X

=0

the functions f"),r = 0,1,..., N being the solutions of systems (5.1)—(5.6),
respectively.

Proof. Put
N
v=fe— Y fl=f.—h
r=0
We have
Lv=¢[A h) — Ah] + E,
(5.23) v=c¢[A(v+h) ]+

v=L"'[e(A(v+h) — Ah) + E,].
Hence, it follows from Lemma 3 that
(524) iy < [IL7Y| (el lA(v + R) = Ahllx + [ Bellx)
< (1272 (el Ao + B) = ARl + CRP N *) .
On the other hand

——

=M.

N
(5.25) lo+Rllx = Ifllx <M, Nl < [

r=0

It follows from (4.25) that

(5.26) |A(v +h) — Ahflx < sup 1@ (y)] l[asze]ll 0]l x -
ly|<M+M
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From (5.24), (5.26) we see that

— N
(527)  lolx <L (er  sup 1@ @) asielll ol + CR el
ly|ISM+M

Choosing 0 < £; < £¢, such that

(5.28) er sup _|9/(y)l lewlll 27| < 1/2
lyISM+M

Hence, we have from (5.27), (5.28) that
(5.29) lollx < 2]LH e 1™,

or

N
f. - Z e” f[r]
r=0

Theorem 4 is proved completely. m

L S2lToR e
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