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ON A C H A R A C T E R I Z A T I O N OF D I S T R I B U T I O N S 
B Y E X P E C T A T I O N S OF T R A N S F O R M E D 

G E N E R A L I Z E D O R D E R STATISTICS 

Abstrac t . We generalize results of Swanepoel [10] on the characterization of dis-
tributions by expectations of transformed order statistics using lower generalized order 
statistics. In particular we characterize continuous distributions via expectations of kth 
lower record values. 

1. Introduction 
Kamps [6], [7] presented the concept of generalized order statistics. In 

particular, ordinary order statistics, record values, kth. record values are 
contained in this model. 

We introduce the model of lower generalized order statistics presented 
in [9]. Let {Xn, n > 1} be a sequence of i.i.d. random variables with cdf 
F(x) and pdf f(x), and X\-n,..., Xn-n denote the order statistics from the 
sample X\,..., Xn. 

DEFINITION 1.1 . Let 
n-1 

n € N, k > 1, fh = ( m i , . . . , m n _ i ) € E n _ 1 , Mr = ^ m,j, 1 < r < n - 1, 
j=r 

be parameters such that 

jr = k + ( n - r ) + Mr > 1 for r 6 { 1 , . . . , n - 1 } . 

If random variables Z( 1, n , fh, k ) , . . . , Z(n, n , m , k) have the joint density 
function of the form 

yZ(l,n,m,fc),...,Z(n,n,7n,fc) ^ ^ ^ 

j-1 i=l 
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for F - 1 ( l ) > x\ > ... > xn > F~l{0), then they are called lower general-
ized order statistics based on F. 

For m — 0, k — 1, the lower generalized order statistics Z(r,n,m,k) 
reduce to the order statistics Xn-r+i-n from the sample X\,... ,Xn, while 
for m = — 1, k € N, we obtain kth lower record values (cf.[8]). 

From the above definition we obtain 

COROLLARY 1.1. The marginal density function of the r-th lower generalized 

order statistics for mi = ... = mn_i = m based on an absolutely continuous 

distribution function F and density function f is given by 

(1) /*<™M>(x) = - ^ L y ( F ( x ) p - 1 (gm(F(x))Y-1 /Or), 

with 

Cr-i = n^i' r = l,2,...,n, 
j=i 

logx, for m = — 1. 

By (1), the expectation of a measurable function G of a single lower 
generalized order statistics Z(r, n, m, k) based on distribution function F 

can be written as 
l 

(2) EFG(Z(r, n, m, k)) = \G ((F~\t)) 4>r,n{t)dt, 
o 

under the assumption that the integral of the right hand side exists, where 

M ) = j ^ f j f ^ d ^ i t ) , t e [0,1). 

We use the following notion. 

DEFINITION 1.2. Let L(a, b) denote the space of integrable functions on (a, b). 

A sequence (/„) C L(a,b), n > 1, is called complete on L(a,b), if for all 

functions g G L(a, b) the conditions 

b 
\g(x)fn(x)dx = 0, n € N, 
a 

imply g{x) = 0 a.e in (a, b). 

The following lemmas present some complete sequences of functions. 

LEMMA 1.1. Let 

= { ( r n ,n ) : for fixed fi 6 N, n > fj,, 1 < r^ < /x, and r^ < rn < 

+ n - /z}, 
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h = n) : n > 2, 1 < rn < n), 

H — {(rij,nj) : nj —> oo as j —> oo, and r^ = i, i = 1 , . . . , rij}, 

h = {(rij, rij) : Hj,rij € N, j = 1, 2 , . . . , (ij+i > rij > Hj > 1, 
j = 1 , 2 , . . . , = °°> and rij =i, i = fij,... rij}. 
For any set I j , j = 1,2,3,4, of pairs of indices (r, n), 1 < r < n, the 

sequence of polynomials 

{ x - 1 (1 - * ) B - r } ( r i n ) e / , 

is complete on L(0,1). 

The statements of Lemma 1.1 for j = 1,2,3,4, were proven in [1], [2], 
[4], [5], respectively. 

LEMMA 1.2 (cf. [3]). Let no be any fixed non-negative integer and a nonneg-
ative absolutely continuous function h(x) have a nonzero derivative a.e. on 
(a, b). Then the sequence of functions 

{(h(x))ne~h^ : n > n0} 

is complete in L(a,b) i f f h(x) is strictly monotone on (a,b). 

2. A characterization 
From now on we assume that F is an absolutely continuous cdf and FQ 

is a continuous function. Theorem 2.1 was proven in [10]. 

THEOREM 2.1. We have F = FQ if and only if for all n > 1 and 1 < r < n, 

EF(F0(Xr:n)) = 
n + 1 

where EF (X)) = ¡t™xdFx(x). 

The following result extends Theorem 2.1 to the lower generalized order 
statistics with parameter m > — 1. 

THEOREM 2.2. Let Z(r, n, m, k) denote the generalized order statistic based 
on F with m > —1. Then F = FQ if and only if for some j = 1, 2,3,4, and 
all (r, n) G I j , we have 

(3) Ef (Fo(Z(r, n, m, k))) = ^ ^ ^ y B ( ^ ± \ , r ) , 

where 
l 

B(a,/3) = \xa-1(l-x)(S~1dx, 
o 

and I j , j = 1,2,3,4, are defined in Lemma 1.1. 
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P r o o f . Suppose that F = FQ. By (1), we have 

EFFO ( Z { R , n , m, K)) = EFF ( Z ( r , n , m, K)) 

(r 

By (2), 

n 1 1 

' ' —oo 

E F F ( Z ( r , n , m , k ) ) = - ^ - ( — L - ) ' " 1 _ ¿ m + i y - i ^ 
(r — 1J! m + 1 p 

Since 

A j x " " ^ ! - x^^dx = B ^ , 

we get 

EFFQ ( Z ( r , n , m, k)) = EFF ( Z ( r , n , m , fc)) 

C r - l f 1 V B ( j r ± l 
(r — 1)! \m + 1/ \m + l ' 

where = k + (n — r)(m + 1). 
Suppose now that condition (3) holds for all (r, n) € / j and some j = 

1,2,3,4. Then 

J [ F 0 ( x ) - F ( x ) ] ( F ( x ) r - 1 ( l - ( F ( x ) r + 1 ) r f ( x ) d x = 0 . 
—oo 

Setting F(x) — t, we obtain 
l 
J [FoCF- 1^)) - i ] - t m + l ) r ~ l d t = 0 , 
o 

and, consequently, 

j [ F o i ^ H « ^ ) ) ~ u ^ ] u a u n ~ r ( l - u ) r ~ l d u = 0, 

K — L—M r -j . 

where a = u m+1 . Lemma 1.1 implies that the sequence {u n~ r (1 — u) }, 
( r , n) e / j , is a complete sequence of functions in L(0,1). Hence, we have 
F 0 ( F ~ 1 ( u ' ^ + i ) ) - = 0 a.e. for u e (0,1). Since > 0, f ( u ) = u ^ ^ 
is continuous and strictly increasing on [0,1], and /(0) = 0, /(1) = 1, we 
conclude that = FQ1(t) for t e (0,1), and F(x) = F0(x) a.e. for 
x e R. 
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Prom the above theorem we obtain the characterizations of distributions 
by moments of functions of order statistics, Stigler statistics and some se-
quential order statistics, respectively. 

C O R O L L A R Y 2 .1 . Relation F = Fo holds if and only if for some j = 1 , 2 , 3 , 4 , 

and all ( r , n) 6 I j , 

Tl — T 1 
EP (Fo(Xn_ r + i : n ) ) = ——. 

n + 1 

C O R O L L A R Y 2 .2 . We have F = Fo if and only if for some j = 1, 2, 3 , 4 , and 
all (r, n) € I j , 

EF (F0 (Z(r, n, 0, a - n + 1))) = 
a + 1 

where n — 1 < a € R. 

C O R O L L A R Y 2 .3 . The equality F = Fq holds if and only if for some j = 
1, 2 , 3 , 4 , and all ( r , n) G I j , 

Ef m z ( r , „, m = , ( ; ) ( n a,) ( ^ H ^ r + V ' ^ - ) -

where an = k and ai = [fc + (n — z)(m + l)]/(n + 1 — i), 1 < i < n — 1. 

The results presented above are a stronger than Theorem 2.1, since Ij C 
{(r, n):l<r<n, n 6 N}, j = 1,2,3,4. 

For the upper generalized order statistics we conclude the following re-
sult. 

T H E O R E M 2 .2 ' . Under the assumptions of Theorem 2 .2 , F = Fo if and only 
if for some j — 1,2,3,4, and all (r, n) 6 I j , 

EFmx(r,n,m,m=1 - ( ^ ¡ ( ^ H S r f O ' 

C O R R O L A R Y 2 .1 ' . We have F = Fo if and only if for some j = 1, 2 , 3 , 4 , and 
all (r, n) 6 /j, 

(F0(Xr:n)) = 
71+ 1 

The following theorem gives a characterization of distributions by the ex-
pected values of transformed of fcth lower record values. 
T H E O R E M 2.3 . We have F = Fo if and only if for fixed positive integers k 

and no, and all n > no, 
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P r o o f . Suppose that F = Fo. Prom (1) with m = —1, we easily obtain 

Now we prove the sufficiency of the moment conditions. We have 
oo 
5 [FoOr) - F(x)] ( - In F ( x ) ) " - 1 (F(x))k~1f(x)dx = 0. 

Setting F(x) = t, we get 

(4) j [F 0 (F _ 1 ( t ) ( - I n t) i—i+fc—l dt = 0. 

If k = 1, then F 0 ( F _ 1 ( i ) ) = t and F0(t) = F(t), by completeness of the 
sequence {tn, n = 0 , 1 , . . . } in L(0,1). 

For k > 2, set h(t) = - (fc - l j l n i > 0 with h'(t) = < 0 for 
0 < t < 1. Then (4) is equivalent to 

1 _ r L/.A -| n—1 
S f F o C F " 1 ^ ) -
o ife - 1 

e ~ h ^ d t = 0, 

which, by Lemma 2.1, implies that 

F o ( F - 1 ( i ) ) - i] //i(i) = 0 a.e. in (0,1). 

This enables us to conclude that Fo(t) = F(t). 
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