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R i c h a r d F . P a t t e r s o n 

O N A S Y M P T O T I C A L L Y S T A T I S T I C A L E Q U I V A L E N T 
S E Q U E N C E S 

Abstrac t . This paper presents the following definition which is a natural combination 
of the definition for Asymptotically equivalent and Statistically limit. Two nonnegative 
sequences [x] and [y] are said to be asymptotically statistical equivalents of multiple 
L provided that for every e > 0, limn ¿ { t h e number of k < n : — L\ > f } = 0 (denoted 

^L \ 
by a: ~ y), and simply asymptotically statistical equivalent if L = 1. In addition, 
there are also statistical analogs of theorems of Poyvanents in [5]. 

1. Int roduct ion 

In 1980 Poyvanents presented definitions for asymptotically equivalent 
sequences and asymptotic regular matrices. This paper presents statistical 
analogs of these definitions. In addition to these definitions there are also 
statistical analogs of theorems of Poyvanents in [5]. 

2. Definitions, and notat ions 

Let l' = {xk : Y%LI \xk\ < oo.}, dA = {xk : limn Y^kLi an,kXk = exists.}, 
Ps = {The set of all real number sequences such that x^ > S > 0 for all k}, 
and 
Po = {The set of all nonnegative sequences which have at most a finite 
number of zero entries.}. 

DEFINITION 2.1 (Fridy, [1]). For each [x] in l' the "remainder sequence" [i?x] 
is the sequence whose n-th term is 

Rnx := \xk\. 
k>n 
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DEFINITION 2.2 (Marouf, [3]). Two nonnegative sequences [x], and [y] are 
said to be asymptotically equivalent if 

lim — = 1 
Vk 

(denoted by x~j/). 

DEFINITION 2.3 (Fridy, [2]). The sequence [x] has statistic limit L, denoted 
by st — lim s = L provided that for every e > 0, 

lim —{the number of k < n : \xk — L\ > e} = 0. 
«• n 

The next definition is natural combination of definition (2.2) and (2.3). 

DEFINITION 2.4. Two nonnegative sequences [x] and [y] are said to be asymp-

totically statistical equivalents of multiple L provided that for every e > 0, 

lim — { the number of fc < n : — — L > e l = 0 
n n{ yk ) 

^ L 

(denoted by x ~ y), and simply asymptotically statistical equivalent if L = 1. 

DEFINITION 2.5. A summability matrix A is asymptotically statistical regular 

providi 

S > 0. 

S s 
provided that Ax ~ Ay whenever x ~ y, [x] G Po, and [y] € P$ for some 

3. Main result 
The following theorem presents necessary and sufficient conditions on the 

entries of a summability matrix to ensure that the matrix transformation 
will preserve asymptotically statistical equivalents of multiple L of a given 
sequence. 

THEOREM 3.1. If A is a nonnegative summability matrix that maps bounded 

sequences [x] into I then the following statements are equivalent: 

L/ 
1. If [x] and [y] are sequences such that x ~ y, [x] £ Pq, and [y] G for 

some Ô > 0 then 

2. 

Rn(Ax) % Rn(Ay). 

lim — < the number of k<n: 
n n 

Eoo 
i=kai,T, >6 for each m&e>0 > =0. 

12i=k Sp= l  ai,P 

P r o o f . The definition for asymptotically statistical equivalents of multiple 
L can be interpreted as the following 

Xi 
- L 

Vi 
< e for almost all k (denoted a.a. k). 
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This implies that 

(3.1) ( L - e)yi < Xj < (L + e)yi, a.a. i. 

Let us consider the following 

RnjAx) E / = i E , = n m a x p ^ x j - i K j } 
MAy] - E ~ n E ~ i cajyj 

Et=n E j = J ai,jxj 
v->cx> n n, ' 
2—ii=n £-,j=1 "¿Ji/j 

Using Equation 3.1 we obtain the following 

Rn(Ax) E/=lESnmaxO<j<J-l{ai,j} 
~p~TT7i\ ^ r V o o ^oo „ + (L + e), a.a. n. Rn{Ay) °L,i=nT,j=\ai,j 

Thus by (2) 
i- RnjAx) ^ ( T , x 
limsup ^ . , . < (L + e), a.a. n. 

n i2n(Al/) ~ 
Inequality (3.1) can be used in a similar manner to obtain the following 

Thus 

. fRn(Ax) 
limmr ^ . , . > (L — e), a.a. n. 

n Rn(Ay) ~ 

RniAx) % Rn(Ay). 

For the second part of this theorem let us consider the following two se-
quences, 

fO, i f p < K 
Xp .— \ 

[ 1, otherwise, 

where K is a positive integer and yv — 1 for all p. These two sequences imply 
the following: 

oo 
RniAx) = £ ( A r ) f c 

k=n 
oo oo 

= Y1 
k=n p=K+1 
oo oo oo oo 

= J 2 ^ Z a k l P - X ! 2 a f c . p -
k=np—1 k=np=K 

Therefore 
. Rn(Ax) Y^nai,K 

lim inf < 1 — lim sup; 
" Rn(Ay) ~ n " " E£°=i aiiP' 
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Since each nonconstant element of the last inequality has statistically limit 
zero we obtain the following 

lim———— = 1, a.a. n. 
n Rn(Ay) 

This completes the proof of this theorem. • 

In 1980 Poyvanents presented definitions for asymptotically equivalent 
sequences and asymptotic regular matrices. Using these definitions he also 
presented a Silverman Toeplitz type characterization for asymptotic equiva-
lent sequences. In similar manner I have presented definitions for asymptot-
ically statistical equivalent sequences and asymptotically statistical regular 
matrices. These definitions are also used to present the following matrix 
characterization of asymptotically statistical equivalent sequences. 

THEOREM 3.2. In order for a summability matrix A to be asymptotically 
statistical regular it is necessary and sufficient that for each fixed positive 
integer ko 

fco 

1. an<i is bounded for each n, 
i= 1 

E i = l an, the number of k<n: Eoo > e, for fixed /co &: e > 0 > = 0. 

P r o o f . The necessary part of this theorem is established in manner similar 
to that necessary part of the last theorem. To establish the sufficient part of Qt 
this theorem, let e > 0, x ~ y, [x] G Po, and [y] G P§ for some 5 > 0. These 
conditions imply that 

(3.2) (L - e)yi+a < Xi+a < (L + e)yi+ct, a.a. i, for a = 1, 2 , . . . . 

Let us consider the following 

(Ax)n ^ £ i = l an,ixi + Ei=Q+l an,ixi 
(Ay)n E ? = l an0i + E iSa+1 an,iVi 

ET5S T V -mjo 
_ i=a+l 1 

ET-i a n' i y i + 1 r 1 

Inequality 3.2 implies that 

Eoo 
i=a+l an,ixi r nm ^ = L, a.a. n. 

n 2Zi=a+lan,iyi 
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Since [i] £ Po, [y] G Ps, and condition (2) holds we obtain the following 

ECt 
urn =35 2 = 0, a.a. n, 

n T,i=a+lan,iyi 

and 

Thus 

i- X/i=l an,iVi n l i m — : = 0, a.a. n. 
n E i = c * + 1 an,iVi 

v {Ax)n T hm —.—~—r— = L, a.a. n. n (Ay)n 

s s This implies that Ax ~ Ay whenever x ~ y, [x] € Po, and [y] G P$ for some 
S > 0. This completes the proof of this theorem. • 
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