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SOME APPLICATIONS
OF DIFFERENTIAL SUBORDINATION
TO A CLASS OF ANALYTIC FUNCTIONS

Abstract. We introduce (and investigate various properties and characteristics of)
certain class Hj\ (A, B) of analytic functions in the open unit disc by using the techniques
of Briot-Bouquet differential subordination. Relevant connections of the results obtained
here with the earlier works are pointed out.

1. Introduction
Let A denote the class of functions of the form

(1.1) f(z)=z+ i apz*
k=2

which are analytic in the open unit disk E = {z: |z] < 1}. Let §,5*(a) and
K(a) (0 € a < 1) be the subclasses of functions in .A which are respectively,
univalent, starlike of order o and convex of order o in E. We denote $*(0) =
S§* and K(0) = K.

An analytic function f on E is said to be subordinate to an analytic
function g on E (written f < g) if f(z) = g(¢(2)), z € E, for some analytic
function ¢ with ¢(0) = 0 and |¢(z)| < 1,z € E. The Hadamard product (or
convolution) of two power series

Z arz* and g(z Z bz* (z€ E)

k=0
is defined as the power series

(F*9)(z) = Z axbez® (2 € E).
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For an analytic f given by (1.1) and for all integer values of n, Flett [4]
defined the multiplier transformation I f by

(1.2) I"f(z) =2z + i k"apz* (z € E).
k=2

Clearly, the function Z™ f(z) is analytic in E. We note that
o0
I™f(z)=z+ Z k"apz® = D" f(2),
k=2
where the operator D" f was introduced by Salagean [13]. We also have
IMI™f(2)) =I"*"f(z) (2€E)

for all integers n and m. Further, the operator Z" can be seen as a convolu-
tion of two functions. That is,

I"f(z) = (h*h#*---xhx* f)(2),

where the function h(z) = log = 2+ Y2, k712* occurs n times. It

follows from (1.2) that
(1.3) AT f(2)) =T f(2)

and

1—-2z

I (2) = 2f (2), T72f(2) = 2(f (2) + 2f " (2)).

Making use of the operator I™, we now introduce a subclass of A as
follows:

DEFINITION. A function f € A is said to be in the class H)(4, B) (-1 <
B <A<1,0<A<1),if and only if

M)+ (1-NI"f(2) 1+ Az

AIn-1f(z)+ (1 — A)Inf(2) 1+ Bz

where the symbol ’ <’ stands for subordination. For convenience, we put

Ha(1 - 20, 1) = Hy(a),
where () denote the class of functions f € A satisfying the condition
re [ AT () + (1= VT ()
AT f(2) + (1= NI f(2)
In the present paper, we derive certain properties and characteristics of
the class H)(A, B) by using the techniques of Briot-Bouquet differential sub-

ordination. Our results presented here besides generalizing and improving
the work of earlier authors yield a number of new results.

(z € E),

}>a (0<a<1,0<A<1,z€E).
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2. Preliminary lemmas
In our present investigation of the class H,\(A, B), we shall require the
following lemmas.

LEMMA 1. Let h be a convez(univalent) function in E with h(0) = 1, and
let
p(2) = 1+ p1z + p22? + - - - be analytic in E. If

p(z) + z_p:g < h(z) (z€E)

for v # 0 and Re(y) > 0, then
p(z) < q(z) = % §t’7"1h(t)dt < h(z) (z€E)
0

and q(z) is the best dominant.
A more general form of this lemma is contained in [7].

LEMMA 2 [8]. If -1 < B < A < 1,8 > 0 and the complex number v satisfy
Re(y) > —B(1 — A)/(1 — B), then the differential equation

(2) zq (2) _ 1+ Az
Bg(z)+~v 1+ Bz
has a univalent solution in E given by
ZP+(1 + Bz)P(A-B)/B 5
B{EtA+1-1(1 + Bt)B(A-B)/B4t ~ g’
Prexp(fAz) 4
B tPt-1lexp(BAt)dt B’
If p(z) is analytic in E and satisfies

B#0

H*

(2.1) q(z) =
B=0.

zp (2) 1+ Az

p(z)+ Bp(z) + v <1 + Bz (z € E),
then 1aA
pe) <) < g (€E)

and ¢(z) is the best dominant.

LEMMA 3 [15]. Let u be a positive measure on the unit interval [0, 1]. Let
g(t, z) be an analytic function in E for eacht € [0, 1], and integrable in t for
each z € E and for almost allt € (0, 1], and suppose that Re{g(t,2)} > 0 on

E, g(t,—r) is real and Re{l/g(t,z)} >1/g(t,—r) for |z| <r andt € [0,1].
If g(2) = §5 9(t, 2)du(t), then Re {1/g(2)} 2 1/g(~r) for |e| <.
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For real or complex numbers a,b, and c(c # 0,—-1,-2,---), the hyper-
geometric series

ab ala+1)b(b+1) ,
2.2 1 Cs = —_—
(2.2) oFi(a,b;c;2) =1+ oAt et z
represents an analytic function in F [14, p. 281]. The following identities are

well-known [14].

LEMMA 4. For real or complex numbers a,b, andc(c # 0,-1,-2,---), and
Re(c) > Re(b) > 0, we have

1
_ . - L'(®)T(c—b)
b—1¢1 _ ye—b—171 _ a = N\ e
(2.3) (S)t (1—1) (1—tz)"%dt O 2Fi(a, b; c; 2),
(2.4) 2Fi(a,b;c; 2) = 2 Fi(b,a;¢;2),
(25) sR(aba2) = (-2 R -bo ),

and

(2.6) (b+1)2F(L,b;b+1;2) = (b+ 1)+ bz oFi(1,b4+ 1;b + 2; 2).

3. Main results
THEOREM 1. Let —1 < B < A < 1 and n be any integer. If f € H)\_,(4A, B),
then

A" f(z) + (1= NI™ 1 f(2)

(31) T+ A NG S e@T =16),
where
1+ Bsz\(A-B)/B
(3.2) Q(z) = { fo (m;) ds, B#0,
Bexp(A(s—1)z)ds, B =0,

and §(z) is the best dominant of (3.1). Furthermore, if 1 + (A/B) > 0 with
B <0, then

(33) Ha-1(4, B) C Ha(p1(4, B)),

where p1(A, B) = {oF1(1,(B — A)/B;2; B/(B — 1))}~. The result is best
possible.

Proof. Let f € H}_,(A,B), g(z) = AI" 1 f(2)+(1-A)I"f(2) (0 < A < 1)
and

r1 = sup{r: g(z) # 0,0 < |z| < r < 1}. Using (1.3), it follows that

2g'(2) _ M2 f(2) + (1 = NI f(2)

(3.4) p(z) = 9(z) — M"If(z)+ (1= NIf(2)
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is analytic in |z| < r1 and p(0) = 1. Making use the logarithmic differenti-
ation on both the sides of (3.4) and simplifying the resulting equation, we

deduce that

2p(2) _ AT 3f(2) + (1 - NIV 2f(2) 1+ A4z
B5) P&+ Y = T ) ¥ A= NT () 1+ B2
By Lemma 2, we obtain

(35) p(e) < (@) < T (Il <),

where g(z) is the best dominant of (3.5) and is given by (2.1) for 8 =1 and
v = 0. Now, rewriting g(z) by changing the variables, we get

p(z) < Q(2) = q(2) (2| <),
where Q(z) is given by (3.2).

By (3.6), we see from (3.4) that g(z) is starlike(univalent) in |z| < 7;.
Thus, it is not possible that g(z) vanishes in |2| < r;. So, we conclude that
r1 = 1. Therefore, p(z) is analytic in E. This proves (3.1).

Next we show that

(3.7) Jnf Re{q(2)} = q(-1).

If weset a =(B—~A)/B,b=1and ¢=>b+1, then ¢ > b > 0. From (3.2),
by using (2.3), (2.4) and (2.5) we see that for B # 0

1
(3.8) Q(2) = (1+ Bz)* {(1+ Bsz)™® ds = (1 + Bz)" 3Fi(a,1;2; —Bz)

0

(|z| < 7‘1).

Bz
Bz + 1)'
To prove (3.7), we show that Re{(Q(2))'} > (Q(-1))"',z € E. Again

(3.2), by (3.8) for 1 + (A/B) > 0 with B < 0 (so that ¢ > a > 0) can be
written as

=2F1(1,0;2;

1

Q(z) = {g(s, 2)du(s),

0
where
1+ Bz 571~ s)l72 ds
=“Tracss 2 # =TT og
which is a positive measure on [0, 1].

For B < 0, it may be noted that Re{g(s,z)} > 0,g(s,—r) is real for
0<r<1,s€(0,1] and

Re {g(sl, z)} = Re { 1 +1(1-_BZ)BZ} 2 _l(i—Bi)BT N 9(3,1—7‘)

9(s, 2)
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for |z|] <r <1 and 0 < s < 1. Therefore by using Lemma 3, we deduce that
Re{1/Q(2)} > 1/Q(—r) for |z| < r < 1 and by letting 7 — 17, we obtain

wlahy) 2 gt e

This by (3.1) leads to (3.3). Hence the theorem.
Putting A=1-2a (0 < @ < 1) and B = -1 in Theorem 1, and noting
that

1-2a o4 1

141 2(1-a)(1 — 92a-1)’ o)

(39) B = {2A(1,201 —a);z?i)} =¢? X (1= 2%-1) %
2log 2’ @=3

we get

COROLLARY 1. For 0 < A <€ 1,0 € a < 1 and all integer values of n, we
have

Ha_1(e) C Hp(B(e)),
where B(c) is given by (3.9). The result is best possible.
For a function f € A, the generalized Bernardi-Libera-Livingston oper-
ator F, is defined by

z

(3.10) Fulz) = gtﬂ lf()dt (u+1>0,z € E).

It readily follows from (3.10) that
fEA &= F,eA

THEOREM 2. Let —1 < B < A <1 and u be any complex number satisfying
—A

_ B’

(i) If f € H)(A, B), then the function F,, defined by (3.10) satisfies
A" 2F,(2) + (1 — NI 1F,(2) 1

(3.11) Re(1) > —1

(3.12) A1F, () + (1 = NIPF,(2) < a6~ p=q(2),
where

1 1+ Bsz\(4-B)/B
(3.13) Q(z) = o s* (W) ds, B#0,

§ s# exp(A(s — 1)z)ds, B=0,

and §(z) is the best dominant of (3.12).
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(ii) If in addition to (3.11), p is real and A/B > —(p + 1) with B < 0,
then for f € HA(A, B), we have F, € Ha(p2(A, B, p)), where
p+1
pZ(Aa B9 M) = — M
2F1(1,(B - 4)/B;u+ 2 B/(B - 1))

The result is best possible.

Proof. Since -
p+1
Fulz) = (z + kz;zmzk) * f(2),
it is easily seen from (1.3) that

(3.14) dT"Fu(2)) = (1 + DI f(2) = pI"Fy(2).
Let
9(2) = N1 Fu(2) + (1 = NI Fu(2)
and
ry=sup{r:g(z) #0, 0< |z| <r < 1}.
Then g¢(z) is analytic in |2| < r; and

(3.15) p(z) = zg (2) _ AI“‘if“(z) + (1= NI F(2)
9(z)  AIPIFL(2) + (1= NInFu(2)
is analytic in |z| < r1,p(0) = 1. Using (1.3) and (3.14) in (3.15), we get
MM f(2)+ (1-NI"Fu(2)  p+1
i)+ - NE (@) P A
Since f € H)(A, B), we note that AT 1f(z) + (1 — A)I"f(2) # 0 in E.
On differentiating (3.16) logarithmically and using (1.3) in the resulting
equation, we have
(3.17)
AT 2£(2) + (1= NI £(2) #(2) | 1+4z
Yy O R Y [ M O ESTRS e
Using Lemma 1, we deduce that
~ 1 1+ Az
P(z)<Q(Z)=W—#<—_1+BZ

where Q(z) is given by (3.13) and g(z) is the best dominant. Since Re{p(z)}
> 0 in |2] < rp, it follows from (3.15) that g(z) is univalent in |z| < r; and
can not vanish on |z| = r; < 1. So, we conclude that r; = 1. Therefore, p(z)
is analytic in E and this proves the first part of the theorem.

Proceeding as in Theorem 1, the second part follows.

Taking A =1 - 2a,B = —1 and A = 0 in Theorem 2, we have

(3.16)

(IZ' < 7’1),
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COROLLARY 2. Let 0 < a < 1 and p > —a. If f € HO(a), then F, €
HO (p3(a, 1)), where

p+1
2F1(1,2(1 - @), p+2;1/2)

p3la, p) = - b
The result is best possible.

REMARK. We observe that for n = 0, Corollary 2 improves a result due to
Bajpai and Srivastava [1] and Bernardi [2] for p =1,2,3,---

THEOREM 3. If f € A satisfies

I"f(2) < 1+ Az

3.1
(3.18) z 1+ Bz (z € B),
then
I"Fu(2) 1+ Az

(3.19) p» <q(z) < 1T B2 (b+1>0,z € E),
where

A A B

E + (1 - E)(l + BZ)~12F1(1, Lp+2 —B——z-—), B #£0,
(3.20) q(2) = ptl, z+1 5

1+ 2 z, =0

and is the best dominant of (3.19). Furthermore,
Re{ZZEL 5 (4, B,

A A - B
E— (1——5)(1—3) 2F1<111L+2,B ), B#O,
B+ 2

The result is best possible.
Proof. From (1.2) and (3.10), it follows that

(3.21) o) = L= L 1 £ dt.
0

Defining the function p(z) in E by

(3.22) p(z) = T2,

we see that p(z) = 14-p1z+paz? + - - - is analytic in E. Differentiating both
sides of (3.22), simplifying and using (3.18) in the resulting equation, we get

zp (z) 1+ Az
. E).
(3.23) p(z)+“+1<1+Bz (z€ E)
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Using Lemma 1 in (3.23) followed by the use of the identities (2.3), (2.5)
and (2.6), we get
1

p(2) < qlz) = (u+ 1) | # L LA
0

1+Bsz

A A -1 _ z
|5t (1—5)(1+Bz) 2F1(1,1,u+2,Bz+1), B #0,
1+___‘u'+1A B =0.
w2

To prove the second part of the theorem, we proceed as in Theorem 1 [12].
The result is best possible as ¢(z) is the best dominant. This completes the
proof of the theorem.

Setting A = 1-2a, B = —1 and n = 0 in Theorem 3, we get the following
result which improves the corresponding work of Obradovic [10].

COROLLARY 3. If f € A satisfies Re{ﬁz-z—)} >a (0 <a<lze€E), then
forpy+1>0

m{“i}pﬂ1ﬂﬂa}>a+a—aﬁﬂu11u+2um—1}(zeEy

The result is best possible.
Taking n = —1, A =1 -2 and B = —1 in Theorem 3, we get

COROLLARY 4. If f € A satisfies Re{f (2)} > @ (0 < @ < 1) in E, then for
u+1>0

m{WHWmem}>a+u—mbﬂump+zum—u (z € B).

The result is best possible.

THEOREM 4. Let F,, be defined by (3.10). If
AL
(3.24) Re{——};“(—z)}>a 0<a<l, p+1>0, z€ E)

then
Re(ZLy >0 (i< m),

where Ry = {{/(u+ 1) + 1 - 1}/(u + 1). The result is best possible.
Proof. From (3.24), we have

T"'f“(z)

(3.25) =a+ (1 - a)w(z),
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where w(z) = 1 + c1z + 222 + - -+ is analytic and has a positive real part
in E. Differentiating both sides of (3.25) and using (3.14) in the resulting
equation, we get

(3.26) Re {I"i(z) - a}

=a_aua{(@+z(”} (1 a%RWA@)lﬁ%?}

Using the well-known estimate
|zw' (2)] < 2r
Re{w(z)} — 1-1r2
in (3.26), we deduce that
I"f(z 2r
Re{ ];( ) _ a} >(1-a Re{w(z)}{l - m}
which is certainly positive if r < R; for R; given as in Theorem 4.

To show that the bound R; is sharp, we consider the function ), defined
by

(3.27) (2] =r < 1)

I"_};#(z) =a+(1—a)% (b+1>0,z € E).

Noting that
T f(2) _ (p+1)(1-2%)+22)
S e - -

for z = — R, we complete the proof of the theorem.

Putting n = 0 in Theorem 4, we get the following result which inturn
yields the result due to Bernardi [3] for a = 0 and the result by Padmanab-
han [11] for p = 1.

COROLLARY 5. Let F,, be defined by (3.10) where f € A. If Re{]-';‘(z)} >
a(0<a<1l;p+1>0)mE, thenRe{f (2)} > ain|z| < {/(w+ )2+ 1-
1}/(p + 1). The result is best possible.

THEOREM 5. Let —1 < B < A <1 and pu be any complex number satisfying
(3.11).

(i) If f € H2(A, B), then the function F,(z) defined by (3.10) satisfies

I"f(2) 1 ~ >

(%) FEE Grvee M@= 11E
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where
1 (A-B)/B
f s (HB”) ds, B#0,
0 1+ Bz
(329  Q)={?
Ss"exp(A s —1)z)ds, B=0,

and q(z) is the best dominant of (3.28).
(i) If in addition to (3.11), p ts real, A/B > —(p+ 1) and B < 0, then
for f € H3(A, B), we have

(3.30) Re{;%((”z)} > {2F1 (1,B—;1-;u+ 2 B_li_l)}—l (z € E).

The result is best possible.

Proof. Setting

(3:31) p(z) = II"}’(()) (z € B),

we see that p(z) is analytic in E with p(0) = 1. Making use of the loga-
rithmic differentiation in (3.31), using (3.14) in the resulting equation and
simplifying, we deduce that

"' f(2)
Inf(z)

= {(u+ Op(s) ~ i} + Z )

zP'(2) 14 Az
P(z)+p = 1+ Bz (z € E),
where P(z) = (p + 1)p(z) — p. Using Lemma 2, we deduce that

(3.32)

= P(z) +

(3.33) P() <a(2) < o2

where ¢(z) is the best dominant of (3.33) and is given by (2.1) for 8 =1
and vy = p. On simplifying (3.33), we get (3.28).

Proceeding as in Theorem 1, the second part follows. This completes the
proof of Theorem 5.

Takingn =0, A=1-2a (0 <a<1)and B = -1 in Theorem 5, we
have

z € E),

COROLLARY 6. If f € 8*(c),, then for p > —a

Re {go—%lff%—@} > @+ D{2R(,20 - a)in+21/2)}) " (€ B).

The result is best possible.
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Similarly forn = -1,A=1-2a (0 € o < 1) and B = —1, Theorem 5
yields
COROLLARY 7. If f € K(a), then for p > —«

2f'(2)
Re
{f(z) S SHZENI0 dt}
> (u+ D{F(1,2(1~a),p+21/2)} (2 € B).

The result is best possible.

Putting g = 0 in Corollary 7, we obtain the following result which was
also obtained by Goel [5] and MacGregor [7].

COROLLARY 8. For 0 < @ < 1, we have

K(a) C 5*(B(e)),
where B(a) is given by (3.9). The result is best possible.

THEOREM 6. Let f € A and F, be defined by (3.10). If
I"f(2)
[N SO A <
Re{l, }_”(z)}>a 0<a<l, p+1>0, z€E),

then

v 1£(2)
R{—m} >u+la—p (2 < R),

where Ry is the smallest positive root of the equation
(3.34) (1-2a0)(p+1)r? - 2{(p+1)(1—a) +1}r+ (p+1)=0.
The result is best possible.
Proof. Defining the function p(z) in E by
1 [ I"f(2) }
3. = —a$,
(3.35) PE) =13 {Iﬂfu(z) *

we see that p(z) = 1+p12z+p2z?+- - - is analytic and has a positive real part
in E. Making use of the logarithmic differentiation on both sides of (3.35)
and using (3.14) in the resulting equation, we get

" f(z2)

(3.36) Re {W - ((p+1a - p,)}

- (l—a)Re{(ﬂ+1)p(Z)+

zp (2) }
a+(1—a)p(z)

|z (2)]
> (1 — a){(u + 1) Re{p(z)} - la + (]_ — a)p(Z)I }
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Using (3.27) and the estimate
1—r
> — =
Re(p(c)} 2 1 (lzl=7<1)
in (3.36), we get

Re{ZTE (44 o)

I™f(2)
>(1-a) Re{P(Z)}{(“ - Ty (21T— a)(1-r)? }

which is certainly positive if r < Ry for Ry given by Theorem 6.
The bound R is sharp for the function f € A defined in E by

" f(2) 1+ 2
= I 1-—
RO I s
where F,, is given by (3.10).
For n = 0, Theorem 6 gives

b

COROLLARY 9. Let fe Aand p+1>0. If

Re{m%{;?t))—ﬁ} >(u+l)a (0<a<lzeE),

then f € §*(B(a,pn)) in |z| < Ry, where B(a,u) = (0 + 1)a — p and Ry as
given in Theorem 6.

Setting n = —1 in Theorem 6, we get
COROLLARY 10. Let f€e Aand p+1> 0. If

2§ (2)
Re{f(Z) — B Ew-1f(1) dt} >(k+la (0<a<lz€E),

then f € K*(B(a, 1)) in |z| < Rz, where B(a,p) is given as in Corollary 9
and Ry as given in Theorem 6.
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