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STABILITY OF DIFFERENCE EQUATIONS GENERATED 
BY QUASILINEAR DIFFERENTIAL 

FUNCTIONAL PROBLEMS 

Abstract. The paper deals with the initial boundary value problem for quasilinear 
first order partial differential functional equations. A general class of difference methods 
for the problem is constructed. Theorems on the error estimate of approximate solutions 
for difference functional equations are presented. The convergence results are proved by 
means of consistency and stability arguments. Numerical example is given. 

1. Introduction 
For any metric spaces U and V we denote by C(U, V") the class of all 

continuous functions defined on U and taking values in V. We will use 
vectorial inequalities with the understanding that the same inequalities hold 
between their corresponding components. For χ = (z i , . . . ,xn) € Rn we put 
IMI = |zi| + . . . + |xn|. Let a > 0, r0 € R+, R+ = [0,+oo), τ = ( η , . . . , τ η ) e 
-R+ and b = (6χ,..., bn) G Rn be given, where 6¿ > 0 for 1 ^ i < η. Let 
c = (c i , . . . , Cn) = b + r . Define the sets 

Ε = [0, α] χ (-6,6), D = [-τ0 ,0] χ [ -τ ,τ] , 

and 

Εο = [-το, 0] χ [—e, c], do E = ([0, α] χ [-c, c])\£, E* = E0UEud0E. 

Given a function ζ: E* —• R and a point (i, x) 6 E, we consider the function 
Z(tiX) :D —• R defined by 

Z(t,z)(s,Z/) = z(t + s,x + y), (s,y)eD. 
The function Z(t)X) is the restriction of ζ to the set [t — To, f] χ [χ — r, χ + r] 
and this restriction is shifted to the set D. For a function w € C(D, R) we 
put 

||υ;||£) = max { \w(t, x)|: (t,x)eD}. 
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Assume that 

ρ:Ε x C(D, R) —» Rn, ρ = (ßl,..., ρη), f:E χ C(D,R) —• R 

are given function of the variables (i, x, w). Given a function φ: EQ U do E —» 
R, we consider the quasilinear differential functional equation 

η 
(1) dtz{t,x) = ^2 ßj(t,x,z^x))dXjz(t,x) + f(t,x,Z(TÍX)) 

j=ι 
with the initial boundary condition 

(2) z(t, χ) = Φ(ί, χ) f o r (t, X)<EE0U d0E. 

We consider classical solution of the above problem 
In recent years a number of papers concerned with difference methods for 
first order partial differential equations ([3], [6], [8], [10]) and for functional 
differential equations ([1], [4], [5], [12]) were published. 

A method on difference inequalities and theorems on reccurent inequal-
ities are used in the investigation of stability. 

The results presented in [1], [4], [5], [12] are not applicable to problem 
(1), (2). In the paper we construct a general class of difference methods 
for this problem. We establish some estimates for the difference between 
the exact and approximate solutions of the difference functional equations 
of the Volterra type with initial boundary conditions. These estimates are 
basic tools in the investigations of the stability of difference methods. We 
use in the paper these generad ideas for finite difference equations which 
were introduced in [2], [9], [11]. 

Differential equations with a deviated argument and integral differential 
problems can be obtained from (1), (2) by a specification of given operators. 

2. Difference functional equations 
Let Ν and Ζ be the sets of positive integers and integers respectively. 

For x,x € Rn, χ = (xi,...,xn), x = ( ¿ i , . . . , zn), we write x*x = 
(xixi, • • • ,xnxn). We define a mesh on the set E* in the following way. 
Suppose that h = (ho, h') where h' = (hi,...,hn) stand for steps of the 
mesh. Denote by Δ the set of all h = {ho, h') such that there exist No € Ζ 
and Ν = (Ni,..., Nn) e ΊΓ1 with the properties: N0ho = To and Ν * h' = τ. 
We assume that Δ φ 0 and that there exist a sequence {/i^}, h^> 6 Δ 
such that lim h^ = 0. For h € Δ we put \h\ = ho + hi Η 1- hn. We 

j—>oo 
define nodal points as follows: 

t« = iho, x^ = m*h', χΜ = (x í m i ) , . . . , 
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where (i,m) G Z1+n. There exists No € Ν such that N0h0 < α < (N0 + l)h0. 
Let 

Rl+n = {(t^,x^m)): (i,m) 6 Z ( 1 + n ) } 

and 

Dh = DDRl+n, Eh = EDRl
h

+n, 
doEk^doEnR1*", Eo-h^Eo^R1*", E*h = Eh U E0.h U d0Eh. 

For a function z:EÎ R we write z ( i , m ) = z(t^\x^). For the above ζ 
and for a point G Eh we define the function z^my.Dh —* R by 
the formula 

= + + y), (s , y ) G Dh. 

The function Z[itTn] is the restriction of ζ to the set ([tW - tq, tW] χ 
r,x(m ï + τ]) Π R l + n and this restriction is shifted to the set Dh-
For a function w.Dh R we put 

H U = max{ (É«a:<m>) G Dh }. 
Let ej = (0 , . . . , 0 , 1 ,0 , . . . , 0) € Rn with 1 standing on j-th place and 

let z: E^ —» R. We shall consider difference operators ίο, δ = (δχ,... ,δη) 
defined in the following way 

where 

and 

Let 

¿0^.™) = I rz(i+i.m) _ Az^ri ], 

ho 

ι n 

_ ^^(t.m+ej) + z(i,m-ej) j 
2n j=1 

SjZ(i,m) = 1 ^(t.m+e,·) _ z«,m-ei)]> 1 < j < n. 
j 

E'h = { ( t « a-M) G Eh: ( t « + Λ0,*(τη)) € Eh } 

and now denote by as %(Dh, R) denote the set of all functions w: Dh —> R. 
Suppose that 

Qh = {ßh-1, Qh-nY-K χ ${Dh, R) -* R, 
fh: E'h χ S(Dh, R) -» R, ψΗ·. E0.h U d0Eh R 

are given functions. Let the operator Fh be defined by 

(3) F ^ ] ^ ) = £ ρΗ( t « , χ<™>, z[iM) δμ^ + fh( ¿«, *<·»), z[iM). 
j=ι 
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We will approximate solutions of problem (1), (2) by means of solutions of 
the difference equation 
(4) = Fh[z}^ 

with the initial boundary condition 

(5) = on E0.hUd0Eh. 
There exists exactly one solution Uh :E* R of problem (4), (5). We need to 
know what is the relation between the solution Uh of (4), (5) and a function 
vh:Eh R satisfying the condition 

(6) \6ovl,Ì'm)-Fh[vh]^\^a(h) on E'h 

and 

(7) \v*¿'m) - <p{¿'m)\ < ao(h) on E0.h U d0Eh, 

where 
α, αο: Δ —> R+ and lim αο(h) = 0, lim a(h) = 0. 

h—>0 h—»0 
The function υh satisfying the above relation is considered as an approximate 
solution of problem (4), (5). 

Assumption H[ßh,/h]. Suppose that the function ßh'-E'h χ $(Dh,R) —> Rn 

and fh-E'h x d(Dh,R) —> R satisfy the following Lipshitz condition 

II gh(t^,x^\w) - ßh(t^,x^\w)II < L\\w - w\\h, 
I fh(t^,x^\w) - fh(t^,x^,w)\ ^ L\\w - w\\h, 

where L € R+. 

Theorem 1. Suppose that Assummption H[ßh, fh] is satisfied and 
1) he A and 

(8) --^-\eh.j(t,x,w)\>0 on E'hxS(Dh,R), 1 < j ^ n, 
η hj 

2) Uh'Efr —* R is the solution of problem (4), (5) and the function 
Vh'.Efr —> R satisfies relations (6), (7) and there is Co € R+ such that 

I ,m) I ^ °o on Eh for 1 ζ j ζ η. 
Under these assumptions we have 

(9) 1 - vj>'m) I ^ a0(h)eLa + on Eh L 
if L > 0 and 

(10) 1u£'m) - Vh'm) I < <*o(h) + aa(h) on Eh 

if L = 0, where L = L( 1 + cq). 
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P r o o f . Let Γ \E'h—>R a n d Γο^: E0.h U do E h R b e f u n c t i o n s de f ined b y 
t h e re lat ions 

(11) ¿o = F h [ v h ) ^ + l f m ) o n E'h 

a n d 

(12) = φ { Γ ] + l £ f c
m ) o n E0.h U d0Eh. 

T h e n 

(13) 
ι Γ £ ' m ) | < a ( f c ) o n E'h, 

| r ^ m ) | ^a0(h) o n E0.hl)d0Eh 

a n d t h e f u n c t i o n Wh = Uh — Vh sat i s f ies t h e dif ference func t iona l e q u a t i o n 

(14) ¿o = Σ M ® ( m ) . ) « J « , í f ' m ) + 
i = ι 

+ ¿ [ M í ( Í ) , X ( m ) , K ) [ i , m ] ) - M í ( Í ) , * ( m ) , K ) [ i , m ] ) + 
i=1 

+//l(í(Í),X(m), K)[i,m] ) - h ( t U , X { m \ (Vh)[iim] ) - i f 

Write 

(15) i , ( i ' m ) W = ( t W , ® ( m ) , i l i l m ] ) 

a n d put 

(16) A h ' m ) = έ [ fffc-i ( -P ( i ' m ) M ) - Í M ^ M ) ] 
¿=1 

+ f h ( p W Μ ) - ) - r f m ) . 

F r o m (14) it fo l lows t h a t t h e f u n c t i o n Wh sat i s f ies t h e recursive e q u a t i o n 

(17) = ± ± [ i + ) ] + 
j=i i 

γ . e h j ( -P ( i ' m ) M ) ] + h 0 A%' m ) . 
j=1 Í 

D e n o t e b y 

(18) ω « = m a x { | u / ¡* m ) | : ( t ^ . x ^ ) e η ( [ - r 0 , í « ] χ Rn) }, 

0 ζ i ζ No. 

T h e t e r m Λ/, c a n b e e s t i m a t e d a s fo l lows 

(19) | 4 i , m ) | ^ uf>L (1 + co) + a(h) o n E'h. 
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Prom (7), (17) and (19) we conclude that the function ωh satisfies the rec-
cursive inequality 

( 2 0 ) <u>^(l + Lh0) + h0a{h), 0 ^ ι ζ N0 - 1, 

and 
(21) u f < a 0 (h). 

Consider the difference equation 

(22) 7?(i+1) = t?«(1 + Lh0) + h0a{h), 0 < i ζ N0 - 1, 

with the initial condition 

(23) = α0 (h) 

and its solution 

7?[0) = a0{h), 

(24) 
J f = a0(h)(l + Lho)i + hQa(h)J2(l + LhQy, 1 

j=o 

Prom (20), (21) it follows that 

a;« < V®* 

This gives (9), (10) and Theorem 1 is proved. • 
We shall consider now a difference functional problem (4), (5) where 

Fh = (Ffr.i,..., Fh-n) is given by (3) and the difference operator δο, δ = 
(¿ i , . . . , δη) are calculated in the following way: 

(25) ¿»oz(i'm) = -
ho 

(26) = - z ^ ) if Q h . j { t ^ ^ { m \ z [ i M ) > 
•3 

(27) = h z ^ - if β Η ( ί ^ , χ ^ \ ζ [ ί > τ η ] ) < 0. 
j 

It can be easily seen that the problem (4), (5) with difference operators 
defined by (2)-(2) has exactly one solution Uh'.E£ —» R. 

Now we give an estimate between the exact and approximate solution of 
the above problem. 

THEOREM 2. Suppose that Assumption H[gh, fh] is satisfied and 

1) h£ Δ and 

η j 
(28) ΐ - Λ ο ^ Γ — \ρΗ(ί,χ,υ))\ ^ 0 on E'hx3{Dh,R), l ^ j ^ n , 

j—i h i 
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2) Uh1. E^ —> R is the solution of the problem (4 ) , (5) with 6q and δ given 
by (2)-(2) and the function Vh'E£ —• R satisfies relations (6), (7) and there 
is co G R+ such that 

I Sivh'm) Ν on Eh, 1 < j < n. 

Under these assumptions we have 

(29) I u£m) - t£ ' m ) I < a 0 (h) eLa + on Eh 

L· 
if L > O and 

(30) I u¡í'm) - Vh'm) I < a 0 {h) + aa(h) on Eh 

if L = 0, where L = L( 1 + c o ) . 

Proo f . Let Γ/,: E'h—*R and Γο-λ: Eo^UdoEh —• R be the functions defined 
by (11) and (12), respectively. Then the estimate (13) holds and the function 
wh = uh ~ vh. satisfies the difference functional equation 

4 1 + 1 ' m ) = + ho E gh,(P{l'm)[uh} ) 
3=1 

+ ho ¿ [ e H ( P ^ [ u h } ) - βΗ.,(Ρ^[νΗ] )} 

+ ho[fh( P(i'm)K] ) - fh( P{i'm)[vh] )} - / i o l f m ) , (*«, χ Μ ) € El 

where P^m)[z\ 

is given by (15). Write 

4!,m) = { 3 : 1 < 3 < n, ßh-j ( P(i'm) M ) ^ 0 } 

and suppose that Λ^ is defined by (16). Then we have 

= h0 A<¿'m) 

+ 4 i ' m ) [ l - / i 0 Σ ^QháP{i'm)[«fcD + Λ ο Σ ^ ^ ( ^ K ] ) ] 

ie/i|.m) J 

- fco Σ ¿ « n i (<(i). * ( m ) ) e 
r(«,m) J 
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From (13), (19), (28), it follows that the function u>h defined by (18) satisfies 
the recursive inequality (20) and the initial estimate (21) holds. Then we 
get the estimate 

< η^ for 0 < i ζ No, 

where η ^ is the solution of (22), (23). Now we get (29), (30) from (24) and 
Theorem 2 is proved. • 

3. Difference methods for mixed problem 
We will need the following operator $(Dh, R) —> C(D, R). Let 

S+ = U = (6,• · • ,£«): 6 = {0,1}, for 0 ^ j ^ n}. 
Suppose that w e $(Dh,R). For every (t,x) E D there is (¿W ) XM) e Dh 
such that (i( i + 1),x(m + 1)) 6 Dh , where m + 1 = (mi + 1 , . . . , m n + 1) and 
«W < t < , xW < χ < χ(™+1). Then we put 

where 

(^r-ù^-^fr 
3=1 3 

and we put 0° = 1 in the above formulas. 
LEMMA 3. Suppose that the function w: D —> R is of class C2 and denote 
by ιUh the restriction of w to the set Dh- Let C € R+ be such a constant that \dttw(t,x)\, I dtXjw(t,x)\, \dXjXkw(t,x)\ ζ C on D where j, k = 1,..., n. Then 

n n 
II ThWh -w\\D^c[h2

0 + 2hoYl hj + Σ hjhk]. 
3=1 iM=1 

The proof of lemma (3) is given in [5], Chapter 5. 
ASSUMPTION Η[ρ,/]. Suppose that the function ρ: E' χ C(D,R) —> Rn and 
f:Ex C(D, R) —> R are continous and there is L G R+ such that 

II g(t,x,w) - ß(t,x,w)II ^ L\\w — w\\d, 
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I f(t,X,w)~ f(t,X,w)\ ζ L\\w - w\\D 

on Ex C(D, R). 

Now we consider functional differential problem (1), (2) and the differ-
ence equation 

(31) So:*'"* = Σ <?j( xim)> T^HM ) δ μ ^ + / ( * « , x<m\ Thz[iM ) 
j=1 

with the initial boundary condition (5). 

THEOREM 4. Suppose that Assumption Η[ρ, f ] is satisfied and 

1) he A and 

- - ir\ej(t,x,w)\ > 0 on Ε χ C(D, R) f o r l ^ j ^ n 
η hj 

and there is Μ = (Μι,..., Mn) G R^. such that h! ζ Mh0, 

2) the function Uh-E^ —> R is a solution of the problem (31), (5), 
3) ν: E* —> R is a solution of (1), (2) and Vh is the restriction of υ 

to E*h, 

4) v\-g is of class C2 and cq 6 R+ is such a constant that 

I dXjv(t, χ) I < c0 on E, 1 ^ j < η 

5) there is α ο: Δ —> R+ such that 

I Ψ(Η,Τη) - V(i,m) I ^ α 0 (Λ ) on E0.h U d0Eh, 
{ ' lim ao(h) = 0. 

h—>0 

Then there are Ay Β E -R+ such that 

(33) 14 i , m ) - I aQ(h) eLa + UhQ + Bh¡) on Eh 

1J 

if L > 0 and 

(34) 14 i , m ) - , m ) \<a0{h) +a (Ah0 + Bhfj on Eh 

if L = 0 where L = L( 1 + co). 

P r o o f . We shall apply Theorem 1 to prove the above assertion. Write 

= δ0ν^ - £ *<"·> Th(vh)[iM ) 
(35) j = ι 
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We see at once that 
= ¿0<i'm) - dtv^+ 

+ x<m>, v ^ m i ) ) - ej(t(l\ *(m), Th(vh)[iM )] ôjv^h 
j=1 

+ ¿ 6j(tU, χΜ, V(t(0)l(m)) )[dXjv^ - ]+ 
i=ι 

+ /(*«, x<"0, V(t(i))l(m)) ) - /(*<«>, e(m) Th{vh)[iM ). 

There are C, d G i?+ such that 
|$tv(<.®)|> |<9x.Ifcî/(t,x)| < C on D, 

where j, k = 1 , . . . , η and 
\ßj(t>x,V(t x))\ < d on E for 1 < j ^ n. 

An easy calculation shows that 

j=l 
and 

l M i , m ) - < y C ^ i for K i ^ n . 

According to the above estimates, we have 

\tf'm)\ZAho + Bt% on E'h, 
where 

J=1 J=1 
η 

Β = L{\ + co)C[l + 2 Σ M , · + MfMfej. 

Then all assumptions of Theorem 1 are satisfied and assertions (33), (34) 
follow from (9), (10). • 

Now we consider the functional differential problem (1), (2) and the 
difference functional problem consisting of (31) where ¿o and 8 = (<5χ,..., δη) 
are defined by (25)-(27) and initial boundary condition (5). We start with 
a lemma on the interpolating operator 7V 
LEMMA 5. Suppose that the function w:D —* R is of class C1 and Wh is the 
restriction of w to the set D^. Let Co be such a constant that 
(36) I dtw(t, x)|, < C0, I dxjw(t, x)| < C0 for U i < n , (i, x) e D. 
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Then 

(37) ||rhu>fc-ti;||D<Co||Ä||, 

where ||/i|| = ho + hi H h hn. 

P r o o f . Let (t,x) e D. Then there is ( i w , x ( m ) ) € Dh such that 
( f ( i + i ) ) X (m+i ) ) e D a n d t(i) ç t ^ t(i+1)) x (m) ^ χ ^ χ(™+ΐ) . 0 n e can 

find such θ, θ 6 D such that 

w(t, x) - ThWh(t, χ) = w(t, x) 
. _ .(j) η 

- — r — Σ M í . ^ + f t w W í ^ - o + E ^ i ^ w ^ ^ - ^ i ) ] 
n ° çes+ j = i 

/ x _ x ( m ) ç χ - χ ^ Κ ΐ - ί 

x h H i 1 — Ä T - ) 

- ( ι - Σ « ) • - a * m { i + 1 ) - t ) + Σ dtiw(8)(x{ri+(i)-xi)] 

/ χ - χ Μ χ ί / χ — x(m ) \ 1—ξ 

" h r - H 1 — — ) · 

For x<m) < χ ^ x ( m + 1 ) we have 

h ' n h' ) - • 

Then from (36) we get (37). • 

THEOREM 6. Suppose that Assummption Η[ρ, f ] is satisfied and 

1) he A and 

n 1 
l-h0J2-—\ej(t,x,w)\^0 on Ε χ C(D, R) 

j=ι hi 

and there is Μ = (Μι,..., Mn) e R+ such that h' < Mho, 

2) the function u^: R is a solution of the problem (31), (5) with δο 

and δ given by (25)-(27), 
3) v:E* —• R is a solution of (1), (2), 
4) the function v\-g is of class C1 and CQ € R+ is such a constant that 

\dtv(t,x)\ , \dXjv(t,x) I ζ co onË, l ^ j ^ n , 

5) there is ao'· Δ —• R+ such that condition (32) ¿s satisfied. 

Then there is α: Δ —» R+ such that 

(38) 14i>m) - v¡Í'm) I < ao(h) ela + a(h) t l ^ l on Eh 
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if L > 0 and 

(39) I u£m) - I < a0(h) + aa(h) on Eh 

if L = 0, where L = L( 1 + co) and lim a(h) = 0. 
h—*0 

P r o o f . We apply Theorem 2 to prove the above assertion. Let ψ: E'h —* R 
be a function given by (35). It follows from Assumption Η [ρ, / ] and from 
Lemma (5) that there is a function α: Δ —» Ä+ such that 

I VÍ , m ) | ^ a(h) on E'h and lim a(h) = 0. 
h—>0 

Then the assumptions of Theorem 2 are satisfied and assertion (38), (39) 
follow from (29), (30). • 

4. Numerical example 
For η = 2 we put 

E = [0,1] χ [—2,2] χ [—2,2], 
D = {0} χ [ -1 ,1 ] χ [ -1 ,1] , Do = [ -1 ,1 ] x [ -1 ,1] . 

Denote by ζ the unknown function of the variables (t, x, y) and consider the 
differential integral equation 

(40) dtz{t,x,y) 
1 

- 1 + 

+ 1 -

1+ (l + z(t,x,y) - fDoz(±,x + r,y + s)drds} . 

1 

1 + ( 1 - 4z(t, x, y) + JDo z{%,x + r,y + s) dr ds 

dxz(t,x,y) 

dyz(t,x,y) 

- z(t,x + l, y - 1) + z(t,x - l,y + 1) + 2t(x + y-xy) + -t\x - y) 

with the initial boundary condition 

(41) z(t,x,y) = t2(x + y-xy) for (t,x, y) € E0 U d0E, 

where 

^o = {0} x [ -3 ,3 ] χ [ -3 ,3] , 

d0E = [0,1] χ [([-3,3] χ [ -3 ,3] ) \ ( [ -3 ,3] χ [ -3 ,3]) ] . 

The difference method for the problem is of the form 

1 (42) 6tz^'j'k) = - 1 + SizM'k) 
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+ 1 7 ' T - TTV2 h z ( i ' j ' k ) 

l + ( l - 4 J f c
( t j ' f c ) ) J 

- Thz[iJM(0,1, -1) + Thz[iijM(0, -1,1) 

+ 2 i W ( x ü ) + y W - x ^ ' V * ) ) + - ( i « ) V j ) - y<fc>) 
2 

a n d 

(43) z ^ i ' V = 2 ί « ( χ ϋ > + y W - x ^ ' t y O ) f o r ( i « , y<fc>) € £ 0 U 

w h e r e 

¿02(¿,;>fc) = J_ [ z ( i+ i . i . f c ) _ z(ij,fc)]> 

ho 

Λ ι 

h2 
a n d 

/£ J ' , f c ) = / T k z [ U f c ] ( r , ït'hk) = í Thz[iJM(r,s)drds. 

J Do J Do 

T h e o p e r a t o r Γ/ι , / ι = (/io, Λ ι , /12) is d e f i n e d i n S e c t i o n 3. 

T h e f u n c t i o n v(t,x,y) = i 2 ( x + y — x y ) i s t h e s o l u t i o n o f (40) , (41) . 

L e t Uh'.Eh —» i ? b e t h e s o l u t i o n o f (42) , (43) a n d ε = Uh — v. T h e va l -

ues £ ( 0 . 2 , x ^ , y ( f c ) ) , e ( 0 . 4 , x ^ , y ( f c ) ) , e ( 0 . 6 , x ^ , y W ) , e ( 0 . 8 , x ^ , y W ) a n d 

u f c ( 0 . 2 . z ü l . y W ) , u f c ( 0 . 4 , x ( j ) , î / ( f c ) ) , U f t ( 0 . 6 > z « ) , y ( f c ) ) l u Ä ( 0 . 8 , x < » f y ( f c ) ) a r e 

l i s t e d i n t h e t a b l e s f o r ho = 0 .005, h i = 0 .05 a n d /12 = 0 .05 , 

T A B L E t = 0 .2 

χ ϋ ) = - 0 . 5 y<fc> = - 0 . 5 t i A = - 0 . 0 4 8 8 ε = 1 .236 I O " 3 

®ü) = - 0 . 5 y W = 0 .0 i i / i = - 0 . 0 1 9 5 ε = 4 . 685 I O - 4 

χ ί») = - 0 . 5 y<fc> = 0 .5 u/, = 0 . 0097 ε = 2 .995 I O " 4 

χ ϋ ) = 0 .0 y<fc> = - 0 . 5 uft = - 0 . 0 1 9 5 ε = 5 .178 I O " 4 

x W = 0 .0 y<*> = 0 .0 u f c = - 0 . 0 0 0 0 ε = 3 . 075 I O " 6 

x ^ = 0.0 y( fe) = 0 .5 « f c = 0 .0195 ε = 5 .246 I O " 4 

χϋ> = 0 .5 y W = - 0 . 5 uh = 0 .0098 ε = 2 .035 I O " 4 

χ ( Λ = 0 .5 y W = 0.0 «fc = 0 . 0195 ε = 4 .770 I O " 4 

χ ί») = 0 .5 y W = 0 .5 uh = 0 . 0292 ε = 7 .508 I O " 4 



R. Ciarski 

TABLE t = 0.4 
XU) = -0.5 y(*) = -0.5 uh = -0.1978 ε = 2.24210 
xW = -0.5 „<*> = 0.0 Uh = -0.0792 ε = 7.97110 
xO) = -0.5 yW = 0.5 Uh = 0.0393 ε = 6.67210 
χϋ) = 0.0 yW = -0.5 Uh = -0.0790 ε = 9.99410 
xW = 0.0 0.0 Uh = -0.0000 ε = 2.45810 
χϋ) = 0.0 yW = 0.5 Uh = 0.0789 ε = 1.06210 
x(i) = 0.5 -0.5 Uh = 0.0397 ε = 3.12710 
χ ω . = 0.5 0.0 Uh = 0.0791 ε = 8.91110 
χϋ> = 0.5 0.5 Uh = 0.1185 ε = 1.47610 

TABLE t •• = 0.6 
χϋ) = -0.5 y(k) = -0.5 Uh = -0.4477 ε = 2.32010 
XÜ) = -0.5 yW = 0.0 Uh = -0.1792 ε = 7.54510 
χ ϋ ) = -0.5 y(k) = 0.5 Uh = 0.0891 ε = 9.07510 
χϋ) = 0.0 -0.5 Uh = -0.1788 ε = 1.19810 
χϋ) = 0.0 0.0 Uh = -0.0001 ε = 7.42910 
χϋ) = 0.0 0.5 Uh = 0.1786 ε = 1.41010 
χϋ) = 0.5 -0.5 Uh = 0.0897 ε = 3.09810 
χϋ) = 0.5 y « = 0.0 Uh = 0.1788 ε = 1.15110 
χϋ) = 0.5 y « = 0.5 Uh = 0.2680 ε = 2.02110' 

TABLE t : = 0.8 
χϋ> = -0.5 v(*) = -0.5 uh = -0.7996 ε = 4.26810 
χ ϋ ) = -0.5 >) = 0.0 Uh = -0.3200 ε = 3.38710 
χϋ) = -0.5 0.5 Uh = 0.1594 ε = 6.05010 
χΟ) = 0.0 „(*) = -0.5 Uh = -0.3193 ε = 7.10010 
χ ϋ ) = 0.0 yW = 0.0 Uh = -0.0001 ε = 1.35610 
χ ω = 0.0 „(*) = 0.5 Uh = 0.3189 ε = 1.13510 
χΟ·) = 0.5 y(*) = -0.5 Uh = 0.1598 ε = 1.53510 
χϋ) = 0.5 y « = 0.0 = 0.3189 ε = 1.05610 
χίί) = 0.5 y « = 0.5 = 0.4780 ε = 2.00810 
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The computation was performed by the IBM PC computer. 
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