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ON MATRICES OF MAZUR T Y P E ON RATE SPACES 

1. Preliminaries 
Mazur [6] showed that Cesaro metrices of all positive orders are of type 

M. Later Hill [5] established that under certain conditions the Norlund, 
Hausdorff and Weighted Mean are of type M . Chandrasekhara Rao proved 
that the Abel and the Borel methods are also of type M . General properties 
of methods of type M are discussed in Wilansky's book [8]. The present 
paper is devoted to matrix methods of type M in respect of rate spaces and 
related topics. 

A sequence with n-th term xn is denoted by ( x n ) or x. 
Let C denote the set of all complex numbers. 
Let 7r = (n n ) be a sequence of positive numbers. Let 

m v = < ( x n ) : ( — lis bounded >; m = {all bounded sequences}; 

cn = < ( i „ ) : lim —exis t s >; c — {all convergent sequences}; 

COT = S ( x n ) •' lim — = 0 >; CQ = {all null sequences}; 

L = I all those sequences { x n } such that ^ \xn\ < oo 
n=l 

Note that m „ and CQ„ are BK-spaces with the norm 

II®II = SUp \xn 7T„|. 
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Also Co* C c,r C m^. All continuous linear functionals on c„ will be denoted 
bye;. 

T H E O R E M 1 ([3] a n d [4]). / 6 c* if and only if 

oo 
f(x) = ^^ + OL limff X 

71=1 
where tv = (tn/irn) G £, a 6 C and 

lim-n- x = lim — . 
n—• oo 7Tn 

In what follows, let A — (ANK), n, A: = 1,2,... be an infinite matrix with 
complex entries. 

T H E O R E M 2 ([3] a n d [4]). Let CA-K = {X : AX E C T h e n C„A IS an FK -
space with seminorms 

p0(x) = SUp(l/7Tn) ankXk 

("> ' fc^i 
P2n(x) = \xn\,n = (1,2,...); and 

M 

P2n-l(x) = SUP ankXk I (N = 1, 2, . . .) . 
(m> fc=l 

T H E O R E M 3 ([3] a n d [4]). / G c*vA if and only if 

oo oo oo 

f(x) = + ^ t n ^ d n k X k + a lima;, 
k=1 n = l fc=l ^ 

where (tnTrn) G £, a G C, (/3n) G i/ie /3- duaZ of C„A, and 

oo 

lim^A x = lim (l/7rn) y ] a n k x k . 
n—»oo ' 

fc=l 

T H E O R E M 4 ([3] a n d [4]). A G ( c e : c„.) I / and only if 

(1 ) l i m ank/iTn = Ofc exists for all k; n—>oo 

(2) lim (l/7Tn) y ^ anfc£>fc = ezisfs; 
n—• oo ' fc=1 

oo 

(3 ) 5^|O„FC|(EIK/IRFC) < M , 

where M is a constant independent of n and k. 
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THEOREM 5 ([3] and [4]). A € (ce : c) if and only if 

(4) lim ank = ak exists-, 
n—• oo 

oo 
(5) lim }^ankQk— exists; 

n—> oo ' fc=l 
oo 

(6) ^ l̂ nfc16k = 0(1) for all n. 

k=1 

DEFINITION [7]. Let A = (a„fc) and B = (bnk), (n, A; = 1,2,...) be sequence 
—to—sequence matrix transformations. Their convolution C — A • B is 
defined by C = (cnk), where 

Cnfc = Onl&n.fc-l + dn2bn,k-2 + • • • + an,fc-l&nl-

2. Properties and Theorems 

THEOREM 6. .Lei A. € (ce : c) and, B € (cp : c). Then their convolution A • B 

belongs to (ce : c). 

Proof. ank -* ak as n -* oo, bnk —> bk as n - » oo. Hence cnfc —> aibk-i + 
d2bk-2 + • • • + Ofc_i6i. Also Y^kLi ankQk • o®̂  as il > oo, 

oo 
y; &nfc0fc —» belasn —• oo. 
fc=i 

But then = (Y^kLi anfc0fc)(SfcLi &nfc£fc) and so Y^kLi^Qk —>• 
aelbel. This completes the proof. 

DEFINITION. A matrix A is called cv—reversible if for every y E c„, there 
exists a unique x such that Ax = y. 

THEOREM 7. If A is cn—reversible, then cwA is a Banach space with the 
norm, 

oo 
Po(x) = SUp(l/7T„) Vdnl i l t . (") 

Also, every / 6 {C^AY has a representation f(x) = ^Z^Li Sfcli flnfcZfc + 
n\imnA x, where (i„7rn) € £, ¡i € C and limn_00(l/7rn) YlkLi ank%k exists. 

THEOREM 8. We have x { f ) = WC(-A) where 

oo 
x(/) = / ( i * ) - £ / ( « * ) , 

fc=1 
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oo 
X(A) = a* - V V with al = lim ^ ' * n—TT 

fc=1 

and 
oo 

O-nk an = lim V 
n-» oo ' 

fc=l 71 

P r o o f . We have that / G )* has the representation 

oo oo 
(7) / ( x ) = E E a " f c a ; f c - f / i l i m ^ x . 

n=l fc=l 

Take x = 6k, with ¿>fc = ( 0 , . . . , 1 , 0 , . . . ) , 1 in the /cth place and zeros else-
where. Then we have 

oo oo oo oo 

£ / ( « * ) = E E * » « » * 
fc=l fc=ln=l n=l 

Take 1* = ( 1 , 1 , 1 , . . . ) in place of the sequence x — xk in (7). 
We obtain 

oo oo 
/ ( 1 * ) = 

n=l fc=l 

Hence / ( 1 * ) - / ( f ) = - £ £ 1 < ) which implies X ( f ) = ^x(A), 
where = a x - a£. This establishes the result. 

T h e o r e m 9. Let f e c*A . Then for x e c , ^ 

oo 
f ( x ) - E * * / ( * * ) = A (x) + t (Ax) - (L4)x, 

fe=i 

where 

A(x) = limTJ4 x - E a l x k 
k=1 

for x E I = {x e c„a • J2b= l "fc^fc converges}. 

P r o o f . Take x = <5fc in (7). Then we have 

oo 
(8) f(Sk)=(3k + J^tnank + aal. 

71 = 1 
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Hence (3k = f { 6 k ) - Li tna-nk — ota-k Using this in (8) we obtain 
oo oo 

/(*) = £[/(**) - J2tnUnk+«afcK 
fc=l n=1 

oo oo 
+ y ^ tn V^ anfcijt + a lim x. 

z—' -nA n=l fc=l 
Therefore 

oo 
f ( x ) - xkf{6k) = a A ( x ) + t{Ax) - (tA)x. 

k=1 

Hence the result is proved. 

D E F I N I T I O N . We define oo oo 
L — j x e CirA • {tA)x = X / ^nOnkXk existsj. 

fc=ln=l 
We recall I — {x E c^a • Hfcli akxk converges}. 
We define F = {x e cta • ¿ f c l i Xkf(t>k) converges for all f € c*^}. 

T H E O R E M 10. Ifco is not dense in L, then L = I . Consequently L = F and 
L ^ W . 

P r o o f . For x G L, we have i(.Ax) = (iA)x. Consequently / G c*^, we have 
oo 

(9) f ( x ) - ^ k f ( 6 k ) = a A(x). 
fc=1 

If / = 0 on c0 then /(<5fc) = 0. Hence (9) reduces to f{x) = a A (x). If / ^ 0 
on L, then a ^ 0. So, x € I. Thus L C I. But always I C L. Hence L = I. 
Now F — L n I. Hence F = L since I — L. Therefore / = /iA and A / O 
on L. 

This means that 

L <JL A"1" = {x € c*A : A(x) = O}. 

B u t l f = F n A 1 = L n A 1 . Since L £ A"1, we get L ^ W . 
This proves the result. 

D E F I N I T I O N . Let A e : c„). Then A = (anfc), n , k = 1 ,2 , . . . , is said 
to be of type M(c* : c,r) if tnank = 0, \tn^n\ < oo imply that 
tn = 0 for all n. 

T H E O R E M 11. Let A belong to (c, r : c„). Let A be cn—reversible and mul-
tiplicative. Then A is of type M(cv : cn) if and only if cq is a maximal 
subspace of c^a • Here cq is the closure of cq in cta • 
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Proof . (Step 1). Suppose that A is of Type M{cv : cn). Assume that / = 0 
on co- Since A is reversible we have f{x) = cclim^ x + t{Ax) where 

oo 
(10) |in7Tn| < OO. 

n=l 

Also f(6k) = 0. Consequently aa^ + in^nk = 0. Since A is multiplica-
tive, we have = 0 for k = 1 ,2 , . . . . 

Therefore, we obtain 
oo oo 

y ; tnank = 0 with ^ ItnKn\ < OO. 
n=1 n=1 

But A is of type M(cw : cx). Hence tn — 0 for all n = 1 ,2 , . . . . 
That is, t — 0, the zero sequence. Using this in (10), we get / = alim^ 

which implies that, either CQ = c^a, or cq is a maximal linear subspace 
of cvA. 

However cq / c^a- Hence cq is a maximal linear subspace of c^a-
(Step 2). Suppose that Co is a maximal linear subspace of cnA. Assume 

that A is not of type M(cw : cv). Let 
oo 

\tnirn\ < oo, tn ^ 0 for all n 
n=1 

and 
oo 

(11) ^ tnank = 0 for fe = 1 ,2 , . . . 
n=l 

Take /(x) = t(Ax). Always l im^ and a r e linearly indepen-
dent, because A is cn - reversible. Therefore, both / and l im^ vanish on 
Co- Hence c0 is not a maximal linear subspace of cvA- This contradicts our 
present hypothesis. This contradiction shows that t = 0 and so A is of type 

DEFINITION. We define P = {x : c%a '• t(Ax) = {tA)x,-Kt e t). Note that 
L c P. 

THEOREM 12. 
(i) c C P and P is closed. 
(ii) If A is coregular, then P = c. 

Proof . (Step 1). Let irt € £ have the property that (tA)x exists for all x in 
cnA. Define ft, by ft(x) = {tA)x - t(Ax). But then ftx = {x : ft(x) = 0}. 
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By the Banach-Steinhaus theorem, ft, is continuous. Hence f^ is closed. 
But P = Plfj1. So, P is closed in C^A- But always c C P and consequently 

t 

(12) c C P. 

This proves (i). 
(Step 2). Suppose that A is coregular. Let / £ c* ̂  satisfy that / = 0 on 

c. But then 

(13) f ± = c = c 

where f± = {x: f(x) = 0}. 
With 1 = ( 1 , 1 , 1 , . . . ) . We have 

oo oo 

/(1) = a lim^ 1 + t{Al) + £ [ f ( ß k ) - < x a l - J 2 ^ank 
k=1 ra= 1 

Therefore 

1. 

o = /(i) - Y, /(̂ fc) = i - E +i^1) - (iA)L 
fc=i fc=i 

o = x ( / ) = " X U ) + -

Note that t(Al) - t(A) 1 = 0. Therefore ax(A) = 0. Since A is coregular, 
X(-A) = 0. Hence a = 0 and so f(x) = t(Ax) - (tA)x = 0 on P. Therefore 

(14) P C f ± . 

From (13) and (14) we obtain 

(15) P e c . 

From (12) and (15) we have P — c. This proves the result (ii). 
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