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THE DELTA FUNCTION AND THE COMPOSITION
OF DISTRIBUTIONS

Abstract. Let F be a distribution and let f be a locally summable function. The
distribution F(f) is defined as the neutrix limit of the sequence {Fn(f)}, where Fy(z) =
F(z) # 6u(z) and {6n(z)} is a certain sequence of infinitely differentiable functions con-
verging to the Dirac delta-function §(z). The distribution 6(’)(:1:1) is evaluated for A > 0
and s=0,1,2,....

In the following we let N be the neutrix, see [3], having domain N’ the
positive integers and range N” the real numbers, with negligible functions
which are finite linear sums of the functions

PIn" " ln, In"n: A>0, r=1,2,...

and all functions which converge to zero in the usual sense as n tends to
infinity.

It follows that the neutrix limit of a function is unique if it exists and if
the usual limit of a function exists, it exists as a neutrix limit and the two
limits are equal.

To see how neutrices can be used to define distributions, see [6].

Now let p(z) be an infinitely differentiable function having the following
properties:

(i) p(z) =0 for |z| > 1,
(i) p(z) 20,
(iii) pl(x) = p(~z),

(iv) S p(z)dz = 1.
-1
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Putting 6, (z) = np(nz) for n = 1,2,..., it follows that {6,(z)} is a regular
sequence of infinitely differentiable functions converging to the Dirac delta-
function 6(z).

Now let D be the space of infinitely differentiable functions with compact
support and let D’ be the space of distributions defined on D. Then if f is
an arbitrary distribution in D’, we define

fa(@) = (f * 6n)(2) = (£(2), én(z — 1))
for n = 1,2,... . It follows that {f,(z)} is a regular sequence of infinitely

differentiable functions converging to the distribution f(z).
The following definition was given in [4].

DEFINITION 1. Let F be a distribution and let f be a locally summable
function. We say that the distribution F'(f(z)) exists and is equal to h on
the open interval (a, b) if

N-lim | Fa(f(2)e(e)ds = (h(a), (o))

for all test functions ¢ with compact support contained in (a, b).
The following theorems were proved in [4] and [5] respectively:
THEOREM 1. The distributions ()2 and (z4)* ezists and
() = (4 =0
for u>0and A\p # —1,-2,... and

BY = (1)) = Tooseclmd)
(:B_)_, ( 1) ($+)— 2#(—A#_1)'
foru>0, A#~-1,-2,... and \p=—1,-2,....

THEOREM 2. The distribution (z,)_° ezists and

5(—)\#-1)(1;)

_ r.9+sc
(m:-):s — (_r_(]%_s_:_l_)(!&)_‘s(ra—l)(z)

forr,s=1,2,..., where
1

c(p) = glnt p(t) dt.
0

Note that in the Theorem 2, the distribution z~° is defined by
o _(nz)®
T (s—1)!
for s =1,2,... and not as in Gel’fand and Shilov {7].
We need the following easily proved lemma:
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LEMMA. )
S 2N (z) dz = 3(=1)%s!.
0

We now prove the following theorem:

THEOREM 3. The distribution §¢)(z?) erists and
(1) §4)(z}) =0
forA>0,5=0,1,2,... and (s + 1)A # 1,2,... and
—_1\(s+1)(A+1) ot
@A - (=D s!
) 8= = NG T =T
fors=0,1,2,...0nd (s+1)A=1,2,.
Proof. We have to evaluate

(3) N-lim(6{(2}), (),

n—oo

where ¢(z) is an arbitrary function in D with support contained in the
interval [a, b]. For convenience, we may assume that a < 0 < b. By Taylor’s
Theorem we have

6((3+1)z\—1) (:U)

®)(0 z’
Z 14 ( ) k F(p(r)(fw), ‘
k=0 ’
where 0 < £ < 1 and r is an integer chosen so that r > (s + 1)\. In order to
evaluate (3), we have to evaluate

b
N hm(6(’)(a:+) p(z)) = N hmz a (0) Smké,(,’)(zi‘_) dz +
k=0 k! a

(4) + Nn—;lgom p S :z:'é,(f)(zﬁ‘r)go(’) (éz)dz.
‘a

A

Making the substitution nz* = u, we have for n=1/* < b

n-1/2
Smk(‘i(’)(x Ydz = S z*6() (2} ) dx + S k5,(,")(:z:i‘,) dz
a
ne—(k+1)/2+1 1
= —7\-—- { uk+D/A=1508) () duy + ns+ p(o) (0) S z" dz,
where n?~(¥+1)/2+1 i5 5 pnegligible function if k # (s + 1)A — 1 and it follows
that
(5) N-lim S 56 (zd)dz = {

n—oo

1(=1)*st/2\ k= (s + DA — 1,
0, k#(s+DA-1,

on using the lemma.
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Next, we have

b n=1/A
o0z = | |o"60(a))) do
0 0

po—(r+1)/A+1 1

A
= O(ns—(r+1)/,\+1)

- S Iu(k+1)/z\—1p(s)(u)l du
0

and it follows that
b

(6) Lim {276{)(z3)¢!") (¢2) dz = 0.
0

Further

0 0
[2"60) (2} )p " (¢a) dz = n*+15(0) [ c*o D (éz) do

a

and it follows that
0
(7) N-lim f 76 (2} )" (€x) dzx = 0.

a

It now follows from equations (4) to (7) that
N-lim(§{) (2} ), p(z)) = 0
for (s+1)A#0,1,2,..., proving equation (1) and

Ve el ((s+1)A=1)
N-tim() ) (o)) = e

for (s+1)A =1,2,..., proving equation (2).

COROLLARY 3.1 The distribution §©)(z}) ezists and
(®) 8@ (z2) =0
forA>0,5=0,1,2,... and (s+1)A # 1,2,... and

(9) 5(3) (zi) — 2)‘[(:;11);;‘!_ 1]!6((s+1)z\—1)(z)

fors=0,1,2,...and (s+1)A=1,2,....

Proof. Equations (8) and (9) follow on replacing z by —z in equations (1)
and (2) respectively.
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THEOREM 4. The distribution §¢)(|z|*) exists and
(10) §0)(Jz)*) =0
forA>0,58=0,1,2,... and (s + 1)A =2,4,... and

(_1)(3+1)('\+1)3!

Groae @

(11) §)(|z)) =

fors=0,1,2,...and (s+ 1)A=1,3,....

Proof. This time, with n~Y/* < min{—a, b}, we have

b n-1/2

o6& (|2 dz = | 2*P(la) de

a —n-1/2

ns—(k+1)/A+1 1 _
- — S ulk+1)/2 lp(")(lul)du
-1
and it follows that
b

(12) N-lim {26 (|z|*) de

_J(=1)%st/r even k= (s + 1)A -1,
0, odd k= (s+1)A - 1.

Next, we have

b n-1/2
flz"6@)(zMde = | |a"60) ()| dx
a —n~-1/2
ns—(r+1)/A+1 1 _
= ——— | RO () du
-1

— O(n —(r+1)/;\+1>

and it follows that

n—oo

b
(13) lim {276 (|z|*)™ (€z)dz = 0.

Equations (10) and (11) now follow as above from equations (12) and (13).
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THEOREM 5. The distribution 6() (sgnz|z|*) ezists and

(14) 6 (sgnz|z[*) =0

for A>0,5=0,1,2,... and (s+1)A=1,3,... and

(=1)+DO+) g
AM(s+1)A-1]!

Jors=0,1,2,... and (s + 1)A =2,4,....

~1/A

(15) 8¢)(sgnzjz|}) = e+ A=) ()

Proof. Again with n < min{—a, b}, we have

b n-1/2
S z*6() (sgnz|z|}) dz = S z*6(8) (sgn z|z|*) dz
a —p-1/A

ns—(k+1)/A+1 1

=— S wk+D/A=1508) (ggn yfu|) du
-1

and it follows that

b —
(16) N—limSzké,(l“’)(sgnzlwl)‘) dz = (—=1)s!/A, 0dd k= (s + 1)A - 1,
n—oo o 0, even k= (s+1)A—1.

Next, we have

b n-1/2
Jle76 (sgnaleMdz = § |o76{) (sgnzlz)|de
a _p-1/A
ns—(r+1)/A+1 1 _
= { [ut*+D/2=15(8) (sgn ulu])| du

-1
= O(Rs—(r+1)/z\+1)

and it follows that

b
(17) Jim, S 2760 (sgn x|z o' (¢z) dz =

Equations (14) and (15) now follow as above from equations (16) and (17).
For further related results, see [1], [2] [8] and [9].
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