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Abstract. We present a concept of lower generalized order statistics. With this def-
inition we give recurrence relations for single and product moments of lower generalized
order statistics from the inverse Weibull distribution.

1. Introduction

The concept of generalized order statistics was introduced by Kamps
(1995). A variety of order models of random variables is contained in this
concept.

DEFINITION 1.1 [1]. Let n € N, k > 1, m € R, be parameters such that
Y=k+(n-r)(m+1)>1, foralll<r<n.

By generalized order statistics from an absolutely continuous distribution

function F' with the probability density function (pdf) f we mean random

variables X (1,n,m, k), ..., X(n,n, m, k) having joint density function of the

form

fX(l,n,m,k),...,X(n,n,m,k) (1;1, o ,:En)

= #(TT ) (TT 0 - Py 520) 1 - Fen))*=1(an)
j=1 i=1
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on the cone
FH0)<z £... <z, < FY(1).

The joint density function of X(r,n,m, k) and X (s,n, m, k) is given by

fX(r,n,m,k),X(s,n,m,k) (KI;, y)

= TG o~ P @ (F@)

x [R(F(y)) = H(F@)"™ " (1= F(y)* ()

for z < y, r < s, where

i=1
1 m+1 _
h(x)_{ —— (-2, m# L,
—log(1 - z), m= -1,

g9(z) = h(z) — h(0), z € [0,1).
The marginal density of the r—th generalized order statistic is given by

promm (@) = 22 (1 = F@) T F@)f ()

The model of generalized order statistics contains as special cases, order
statistics, sequential order statistics, Stigler’s order statistics, record values.
They can be easily applicable in practice problems except when F' is so—
called the inverse distribution function (inverse exponential, inverse Weibull,
inverse Pareto, etc.) In this case when F' is an inverse distribution function,
we need a concept of lower generalized order statistics.

DEFINITION 1.2. Let n € N, k > 1, m € R, be parameters such that
Y»=k+(m-r)m+1)>1, foralll<r<n.

By the lower generalized order statistics from an absolutely continuous dis-
tribution function F' with the density function f we mean random variables
X'(1,n,m,k),..., X'(n,n,m, k) having joint density function of the form

(11) fX'(l,n,m,k),...,X’(n,n,m,k) (931, L ,mn)

-+(T)(

n—

[TE@)™ 1)) (Fl@n) f(zn)

7j=1
for
F Y1) >z >2>...> 2, > F10).
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Note that for m = 0, k = 1 we obtain the joint pdf for the ordinary order
statistics, and when m = —1 we get the joint pdf of the k-th lower record
values.

In the sequel we shall need the pdf of (X'(r,n,m, k), X'(s,n,m,k)),
r < 8, namely

(1.2) fX’(r,n,m,k),X'(s,n,m,k) (a:,y)

= T P @ )

x [h(F(y)) = M(F (@) FE@)" @), 2>,

where

1 +1
- m -1
h(z) = { m+y1o ™ 7L
—logz, m=—1,
g(z) = h(z) — h(1), z € [0,1).
We shall also take X'(0,n,m, k) = 0. From (1.1) we see that the pdf of the
r—th lower generalized order statistic is given by

(1) fFOnmR@) = e (PE) T () ()
A random variable X is said to have the inverse Weibull distribution if
the pdf is of the form

(1.4) f(z) = T(——, z2>0; 7, 6>0.
Note that for the inverse Weibull distribution we have
(1.5) f(x)z™ = 677 F(z).

For 7 =1 in (1.4) we obtain the pdf of the inverse exponential distribution
of the'form
)

(1.6) f(z) = 0‘;2‘ ,z>0; 8>0.

More details on inverse distributions and their applications can be found
in [2].

2. Relations for single moments
Using (1.3) and (1.5) we obtain the following recurrence relations for

single moments of lower generalized order statistics from the inverse Weibull
distribution (1.4).
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THEOREM 2.1. Fiz a positive integer k. Forne N, m e R, 1 <r <mn, and
7=0,1,2,...
E[X'(r,n,m,k)Pt7+!
07, : :
= ; +'71 [E(X'(r — 1,n,m, k))** = B(X'(r,n,m, k))7+!].
Proof. By (1.3) and (1.5)

T 0Tcr_1
(r —1)!
Integrating by parts, treating 7 as the part for integration, we get

E[X'(r,n,m, k)PT7+!

T07¢Crq 1

" r—1) [_j—l-l

r—1

Jj+1

10,

S j+1

COROLLARY 2.1. The recurrence relations for single moments of order statis-
tics from the inverse Weibull distribution have the form

E(Xn—-'r+1:n)j+r+1
10 (n—r+1)
=T
COROLLARY 2.2. The recurrence relations for single moments of k—th lower
record values from the inverse Weibull distribution have the form

BEPy* = T8 (g, - papy+].
j+1
COROLLARY 2.3. Form =0 and k = a—-n+1, a € Ry, we obtain the
recurrence relations for single moments of order statistics with non—integral

sample size
E(Xa—r+1:a)j+T+1
10 (a-1+1)
TS
COROLLARY 2.4. For m = a — 1, k = «, we obtain the recurrence relations
for sequential order statistics

E[X'(r,n,m, k)/+7+! = {29 [F(z)] g™~ (F(z))da.

V&7 [P (@) gm (F ()] f(2)da

3mf“(g(F(x»)T-Q[F(z)]*r-l-lﬂw)dz]

[E(X'(r — 1,n,m, k)"t — E(X'(r,n,m, k) *1].

[E(Xn—r+2:n)j+1 - E(Xn—r+1:n)j+1] .

[E(Xa—r+2:a)j+l - E(Xa—r+1:a)j+1] .
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E[X'(r,n,a —1,a)pT7H!
_ 10"a(n—r+1)
T i+l

COROLLARY 2.5. Under the assumptions of Theorem 2.1 with 7 = 1 we have

the corresponding recurrence relations for the inverse exponential distribu-
tion

E[X'(r,n,m, k)T

= je—zrl [E[X’(r —1,n,m, k)"t — E[X'(r, n,m,k)]jH] )

[E(X’(r —1,ma— 1,a))j+1 _ E(X'('r,n,a _ l,a))j-f-l].

3. Relations for product moments
Using (1.2) and (1.5) we get the following recurrence relations for product
moments of generalized order statistics from the inverse Weibull distribution.

THEOREM 3.1. Fiz a positive integer k. Forn > 1, me€ Z,1 <r <n, and
1,7=0,1,2,...,
(3.1)  BUX'(r,n,m, k) (X' (s,m,m, k)T *7H]
07Ty,
o+l
—E[(X'(r,n,m, k))'(X'(s,n,m, k))T*1]]

[E((X!(r,m,m, k) (X (s — 1,m, m, k)]

and forr+1=s

(3.2)  E[(X'(r,n,m, k)" (X'(r + 1,n,m, k))7T7+1]
0Ty
S j+1
Proof We note that for 1 <r<s—-2and¢,j=0,12,...,

(3.3)  E[(X'(r,n,m, k)" (X'(s,n,m, k) T7H]

= TG o e F@Im @ (Fa) (@) da

[B(X'(r,n,m, k)Tt~ E[(X'(r,n, m, k)) (X' (r+1,n,m, k))71]].

where
I(z) = {y/* " [hn(F(y)) = hen(F(2))] 7 (F(y))" dy.

Integrating I(z) by parts and substituting this expression into (3.3) we ob-
tain (3.1). For s = r + 1 we have (3.2).

COROLLARY 3.1. Under the assumptions of Theorem 3.1 form =0, k=1,
we have
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i j+7+1

E [Xl —r+1:nX1]z—‘;+1:n]

10" (n—s+1)

T g+l
COROLLARY 3.2. For m = —1 from Theorem 3.1 we have

Bl(Z3) 2Py

= 22 By 2Ry - BEWyEPy Y.
j+1

By analogy with previous expressions for 7 = 1 we have recurrence rela-
tions for the inverse exponential distribution, whenm =0,k =a-n—1 we
get Stigler statistics and for m = a—1, k = a the sequential order statistics.

{E[Xl Xj+1 ] - E[X'ri;—r+1:nX‘17;.t.1s+1:n]} .

n—r+LlLin“*n—-s+2:n
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